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Abstract: There are numerous methods for modeling velocity fields of the Earth’s crust. However,
only a few of them are capable of modeling data beyond the contour of the geodetic network
(extrapolating). Spatial modeling based on a neural network approach allows for the adequate
modeling of the field of recent crustal movements and deformations of the Earth’s crust beyond
the geodetic network contour. The study extensively examines the hyperparameter settings and
justifies the applicability of the neural network model for predicting crustal movement fields using
the Ossetian geodynamic polygon as an example. The presented results, when compared to classical
modeling methods, demonstrate that the neural network approach confidently yields results no worse
than classical methods. The results of modeling for the Ossetian polygon can be used for geodynamic
zoning, identification zones of extension and compression, computing the tectonic component of
stresses, and identifying areas of high-gradient displacements.
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1. Introduction

Recent crustal movements (RCM), especially in seismically active areas within zones
of active tectonic faults, can lead to natural disasters and accidents at hazardous industrial
facilities. These facilities include linear main gas and oil pipelines, hydraulic structures,
radiation hazardous sites, chemical plants, etc. [Batugin et al., 2022; Tatarinov et al., 2019].
Each year, new technologies and protective measures are developed. They are aimed at
reducing the number of accidents and the associated social, economic, and environmen-
tal consequences. The exploration of new territories, the complexification of mineral
extraction conditions, and industrial technological processes result in stricter industrial
safety requirements. According to regulatory requirements, deformation monitoring of the
geological environment is an integral and crucial part of the system ensuring the safety of
engineering structures. Deformation monitoring involves periodic geodetic observations,
accompanied by analysis, interpretation of observation results, and an ensuing evaluation
of the geological environment’s condition.

The most common measurement tools for monitoring RCM are Global Navigation
Satellite Systems (GNSS). GNSS tools are used to measure displacements of points at geo-
dynamic sites in the vicinity of engineering objects. However, due to various circumstances,
ensuring the sufficiency and reliability of the initial data is not always possible. The
insufficiency of data for studying RCM parameters is caused by the following reasons
[Bogusz et al., 2013; Manevich et al., 2022; Shen et al., 1996, 2015]:

• limited availability of dense networks and a sufficient number of points for continuous
instrumental observations operating over a long period.
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• complex organization of measurements in both field campaigns and continuous obser-
vations.

• inability to establish a proper structure for geodynamic sites due to economic, physical-
geographical, and social conditions.

• difficulty in accessing instrumental measurement data at geodynamic sites (both
governmental and academic).

• a low number of highly accurate continuously operating GNSS stations with open
access to measurement data.

Figure 1 presents an example of the Ossetian geodynamic polygon [Mironov et al.,
2021]. It is evident that the GNSS network contour is disproportionately elongated in
the southwest-northeast direction. Due to complex physical geographical conditions,
approximately 3/4 of the entire territory lies outside the measurement network’s contour.
Consequently, obtaining surface movement values for this area is unattainable. This affects
the assessment of internal deformations. This happens because the triangles along the
edges are comparable in area to the entire polygon’s contour, while those along the diagonal
are too distant from an equilateral Figure 1. The configuration of the finite elements is not
optimal for deformation analysis. This deteriorates the accuracy of deformation component
calculations and complicates their geometric interpretation [Dokukin et al., 2010; Wu et al.,
2003].

Figure 1. Geodynamic polygon of the Ossetia [Mironov et al., 2021]. 1 – periodically measured
geodetic points; 2 – continuously operating geodetic points.

In geodynamics, the parameters of planned surface deformations are determined
at specific points, assuming that sections of the Earth’s crust are uniformly deformed.
Typically, the geodetic network is divided into triangles, and the obtained deformation
tensor components are associated with their geometric centers. There is an approach
in deformation field calculations that does not involve triangular finite elements. This
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approach utilizes points falling within a defined survey radius, assigning them weighting
coefficients based on their distance from the deformation reference point. One of the most
prevalent methods for computing the deformation tensor field is outlined in the study
by [Shen et al., 1996], and it is implemented in the software packages grid_strain and
grid_strain3 [Teza et al., 2008]. The assessment of observation point weights is performed
according to a prescribed analytical function [Shen et al., 1996, 2015]. The weight of
the displacement values is inversely proportional to the mathematical expectation of the
measure of crustal deformation heterogeneity between the interpolated point and the
observation point. However, using such a weighting function can pose a problem in
incorrectly assessing observation point weights as these functions fail to account for the
crustal heterogeneities. Unjustified weight assignments can lead to significant distortions
in the results. Thus, it is crucial to have robust justifications when selecting a specific
weighting function.

The primary uncertainty in deformation field calculations stems from the lack of
a physical understanding of the deformed geological environment. This leads to subse-
quent uncertainties in interpreting its deformation. Distance weighting methods create
complex geometric shapes with difficult interpretation. The triangular network method
of calculation strictly associates a physically defined area within the finite element on the
geodetic network, enabling a clear interpretation of its deformation derived from precise
displacement values at its vertices. Another perspective method is to interpolate the data
onto a regular grid to obtain uniformly distributed data throughout the entire study area.

The interpolation model allows obtaining regular data at grid nodes across the entire
study area. Therefore, in deformation monitoring based on GNSS measurements, there is
a pressing issue of analyzing data when there is an insufficient quantity available. Moreover,
computations based on irregular geodetic network data may lead to a significant loss of
accuracy in determining displacements and deformation components. This is consequently
increasing the unreliability of the derived estimations and predictions [Dokukin et al., 2010;
Wu et al., 2003]. To obtain regular (grid) data on surface deformations, it is necessary
to employ methods of mathematical modeling of displacement fields. For instance, in
[Aleshin et al., 2022; Allmendinger et al., 2011; Esikov, 1979], it is noted that due to the
complexity of calculating deformation parameters, it is advisable to choose regions where
more complex deformed conditions should be specified within the finite element (where
deformation is typically assumed to be uniformly distributed), thereby enhancing the order
of approximation of the data. There are numerous methods for modeling field movements
(which will be discussed below). However, only some of them can model data beyond
the geodetic network contour (extrapolate data). Artificial neural networks constitute one
such family of methods, showing extensive promise in this area of research. Therefore,
the goal of this study is to study the potential for modeling the field of recent horizontal
crustal movements on a regular data grid. This is done based on GNSS measurements
using a neural network approach and substantiating the parameters of the neural network
algorithm for this specific task.

2. Materials and Methods
2.1. Interpolation models

The main methods for modeling recent Earth’s surface movements are discussed below.
These methods can be divided into two major groups:

• deterministic methods: These methods involve the physical description of a specific
model for the movements of a geological process or phenomenon. These models are
commonly used for modeling displacement fields during earthquakes [Lei and Loew,
2021; Okada, 1992], fault slip displacements [Aki, 1968; IAEA-TECDOC-1987, 2021;
Moss and Ross, 2011; Nurminen et al., 2020; Youngs et al., 2003], surface subsidence due
to mining operations [Kuzmin, 2020; Mazurov, 2016; Petrov et al., 2021], and so on.

• interpolation and extrapolation methods: These methods do not rely on physical
representations of the environment. They are universal for generating gridded data
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for movement and deformation fields regardless of the studied geological process
or phenomenon. These methods include geostatistical methods [Bogusz et al., 2013;
Ghiasi and Nafisi, 2015], distance-weighting methods [Bogusz et al., 2013; Shen et al.,
1996, 2015], spline and polynomial methods [Bogusz et al., 2013; Sandwell, 1987],
machine learning methods [Aleshin et al., 2022; Grishchenkova, 2017; Manevich et al.,
2021; Manevich and Tatarinov, 2017; Tatarinov et al., 2018], and others.

Spline functions are the most frequently used methods, serving as a reliable and effec-
tive tool for approximating and interpolating various geophysical data, including surface
movements [Bogusz et al., 2013; Markovich, 2020; Sandwell, 1987]. Several types of spline
functions are known to be applied in the field of surface movement interpolation. Primar-
ily, cubic spline functions are utilized to create smooth surfaces from a set of unevenly
distributed points in space. The physical interpretation of the cubic spline corresponds
to the application of force to an elastic material (like a rod or layer), approximating it to
a model of elastic crustal deformation. The spline interpolation method minimizes the
surface’s curvature function, which passes through all original points within the accuracy
of their average errors. At the original data points, the curvature of the function is at
a minimum, while between the points, the function’s surface is close to linear. All original
data points contribute to the modeled value [Bogusz et al., 2013].

Another method commonly used in practice is the Shen method [Shen et al., 1996].
This approach employs GNSS stations within a specified survey radius, assigning them
weighting coefficients based on their distance from the reference point of deformation. The
technique has been implemented in several software packages for deformation analysis,
such as grid_strain and grid_strain3 [Teza et al., 2008], SSPX [Cardozo and Allmendinger,
2009], Geostrain [Goudarzi et al., 2015], PyStrain [Dimitrios et al., 2019], among others. The
assessment of observation point weights is performed according to a prescribed analytical
function [Shen et al., 1996]. The weight of the displacement value is inversely proportional
to the mathematical expectation of the degree of crustal deformation heterogeneity between
the interpolated point and the observation station. In essence, the approach emphasizes
that the closer the GNSS station is to the studied point, the more significant its contribution.

In modeling recent crustal movement fields, classical spatial interpolation methods
are regularly employed, such as the inverse distance method, kriging, and the natural
neighbour method [Bogusz et al., 2013; Ghiasi and Nafisi, 2015; Matheron, 1970; Shen et al.,
2015; Srivastava and Isaaks, 1989; Wackernagel, 1994]. Their application is justified by their
ease of implementation in GIS environments and the ability to finely tune parameters.
However, it is essential to select the search radius correctly when using these methods.
If the search radius is set too large, the modeled data will be excessively smoothed and
averaged. Conversely, if the radius is set too small, the nearest neighbour effect may be
observed, where the modeled value is increasingly similar to the nearest known point. It is
important to note that the Shen method, to some extent, resembles the inverse distance
method but employs a different weighting function.

The next method is based on formulating multiple regression equations, where the
regressors are not statistically derived coefficients but a set of geological-geophysical
parameters of the studied area. It is worth noting that in modern GIS packages, this
approach is referred to as geographic weighted regression, essentially denoting the same
process. One of the initial mentions of using this approach for predicting recent crustal
movements can be traced back to the work of [Kolmogorova and Karataev, 1975]. However,
its application is also seen in recent crustal movement research [Markovich, 2020]. This
method works well for building regional models of recent crustal movements over large
territories. The large scale allows the utilization of a more extensive array of geological-
geophysical parameters, the variability of which is less significant for local areas.

The focus should also be on machine learning methods. The most prominent among
them is the artificial neural network (ANN) method. Experience in its application is
known for predicting ground subsidence caused by mining activities [Boubou et al., 2010;
Grishchenkova, 2017], modeling post-seismic deformations [Yamaga and Mitsui, 2019],
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forecasting landslide movements [Yang et al., 2019], volcanic deformations [Anantrasirichai
et al., 2018], and slow tectonic movements fields [Manevich et al., 2021; Manevich and
Tatarinov, 2017; Tatarinov et al., 2018].

The algorithm represents a layered system of interconnected and interacting simple
processors (neurons). Each network neuron deals only with the signals it receives and
those it sends to other neurons. When connected in a sufficiently large network, these
individually simple neurons together are capable of performing rather complex tasks. The
network involves interconnections between neurons, and the strength of these connections
is expressed by specific weighting coefficients. The complete matrix of these weighting
coefficients, along with the input and output signals of the neurons essentially constitutes
the decision-making apparatus of this method. Neurons interacting with each other are
organized in layers (involving input, hidden, and output layers). The task of neurons in the
input layer is to receive, normalize, and transmit information to the hidden layers. Further
calculations of signals transmitted to subsequent hidden layers or the output layer take
place in the hidden layers of the artificial neural network. The output layer transforms the
final signals into output information for the user of the artificial neural network.

To train an artificial neural network (essentially tuning the synaptic weight coeffi-
cients), datasets are formed with known predictable data. Then the network is iteratively
trained by comparing its predicted value with the actual value until they match within
a certain (user-defined) margin of error. Once the training is completed, the network can
use its weight coefficient matrix for prediction. Let’s take a closer look at the training
process of the artificial neural network. There is a set of data entering the input layer of
the network:

∑
yn =


y1

y2

· · ·
yn

→ yn =


y1

y2

· · ·
yn

,
where y1, y2, . . . , yn – input data; y1, y2, . . . , yn – normalized input data, for distribution into
ANN layers.

To work with the incoming data within the network, it’s necessary to process them by
normalizing them, which means representing numerical parameters not in absolute units,
but in some dimensionless units characterizing their relative values. Then the signals are
passed to the hidden layer, being multiplied by the respective weight coefficients (initially
set randomly).

Sn = yn ×W ij =


y1

y2

· · ·
yn

×

w11 · · · wi1

· · · · · · · · ·
w1j · · · wij

,
where W ij – full matrix of synapse weighting coefficients; w11,w12, . . . ,wij , – weighting
coefficients of synapses; i – number of the hidden layer; j – synapse number in the layer.

In each neuron of the hidden layer, the incoming signals are summed, followed by
the activation (through a specially chosen function) of a new signal – Fact(

∑
Sn). This

procedure is repeated for all hidden layers.
On the output layer, the signals are summed for the last time, and the outgoing value

is activated and denormalized (if necessary). This represents the forecasted value. The
forecast is compared with the true value (the training error is calculated), and if the error
is above the specified training accuracy, the synaptic weight coefficients are adjusted, and
the entire procedure is repeated. Otherwise, the training is considered complete, and the
matrix of weight coefficients is saved and can be used for forecasting.
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Thus, in neural network-based forecasting of surface displacements caused by mining
operations, their function is represented in the additive form of a set of polynomials K̂n,
summed in the neuron of the output layer:

K =
n∑
i=1

K̂n =


K̂1 = β11f 1 + · · ·+ βglf g + β12f 1f 2 + · · ·+ βglf 1f g + · · ·

· · ·
K̂n = βn1f 1 + · · ·+ βnlf g + βn2f 1f 2 + · · ·+ βnlf 1f g + · · ·

, (1)

where β – coefficients of the polynomial functions; f – set of geological factors; n – all
possible combinations of polynomial functions K̂ formed by the internal relationships
of the artificial neural network; g – quantity of geological factors taken into account;
l – number of the neural network layer.

The ellipsis at the end of expression (1) indicates the continuation of the polynomial
function, limited only by the dimensionality of the neural network. This type of model is
essentially a regression model and serves for the interpolation and extrapolation of values
of surface displacement parameters. Thus, it is possible to formulate a computational
model that more accurately corresponds to the real object – the geodynamic polygon.
Finding a natural dependency of kinematic parameters in the form of a simple analytical
relationship is difficult. On the other hand, the computational neural network model is
multifactorial (contains a large number of regressors). This is can be formulated as a system
of multiple (linear/non-linear) polynomials, the dimensionality of which is constrained by
the structure of the artificial neural network model [Kolmogorov, 1957].

Currently, there are numerous methods for predicting surface displacement, including
deterministic methods, spline functions, polynomial functions, multiple regression, the
Shen method, the overlaid triangulation method, kriging, the inverse distance method,
and artificial neural networks. However, deterministic methods effectively address only
a narrow range of tasks related to modeling movements resulting from a specific process
or phenomenon (coseismic deformations, subsidence of the Earth’s surface, etc.). Some
methods, due to their application, are challenging to interpret as they form intersecting
geometric constructions (the inverse distance method, the overlaid triangulation method,
the Shen method), while deformation is strictly related to a specific geometrically defined
process. Classical methods of geographical interpolation that depend on reference points
(kriging, the inverse distance method) do not allow for data extrapolation. Methods of
machine learning, particularly artificial neural networks, show a good perspective in
this regard [Boubou et al., 2010; Grishchenkova, 2017; Manevich et al., 2021; Manevich and
Tatarinov, 2017; Tatarinov et al., 2018], and their application will be further discussed.

2.2. GNSS data

To test the proposed approach, two regions with different geological conditions and
initial data were selected. We use data from several scientific groups that conducted
GNSS measurements in the Caucasus region. The initial data for the Caucasus region
were derived from GNSS measurements in the Ossetian sector of the Greater Caucasus, as
presented in the publication by [Mironov et al., 2021]. These measurements were obtained
during field campaigns conducted from 2008 to 2020, as documented in [Milyukov et al.,
2015, 2017]. Geodetic points were established to monitor recent crustal movement of the
Earth’s crust in this region, crossing the Greater Caucasus Range through the territories
of the Ossetia. The measurement network was designed to cover this area, and GNSS
measurements were conducted at designated geodetic points. The data collection and
processing methodology is detailed in [Milyukov et al., 2017; Mironov et al., 2021]. We used
the consolidated measurement results presented in the study by [Mironov et al., 2021],
which includes displacement data from 60 GNSS points.
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2.3. Modeling the horizontal velocity field of the Earth’s crust based on discrete
irregular geodetic data
2.3.1. ANN structure

The calculations used Python 3, and the results were visualized with the QGIS 3 en-
vironment [Manevich et al., 2023]. The Scikit-learn library [Pedregosa et al., 2011] was
employed for neural network modeling, which is widely used for such computations. The
artificial neural network (ANN) model was specified as a multilayer perceptron using
the mlp.regressor function. The following parameters were used for the ANN model:
optimizer – adam; activation function – hyperbolic tangent (as it is required for the output
data to have both positive and negative values); learning rate – empirically determined and
varied from 0.00005 to 0.0001; number of training iterations – from 100,000 to 1,000,000.
The architecture of the ANN was as follows:

• quantity of input neurons – equal to the number of features in the model (in this
case, six);

• quantity of hidden layers – options with 1 to 3 hidden layers, with 5, 10, and 15 neurons
in each layer, were studied;

• quantity of output neurons – 1, for predicting each component of movement separately.

Relatively simple ANN models were employed, which is atypical for machine learning
algorithms. This is due to the volume of the data used. Local geodynamic polygons rarely
have more than 100 measurement points for such a small amount of data. Constructing
complex models leads to a decrease in learning quality and improper tuning of algorithm
hyperparameters. In this case, a three-layer perceptron is more than sufficient to address
tasks with such a low volume of data. The ANN algorithm was compared with classical
interpolation methods – the inverse distance weighting method (with a power parameter
p = 4), cubic spline, and B-splines (methods implemented in SAGA GIS).

2.3.2. Feature engineering

The input data for the neural network included features characterizing the contrast
and intensity of tectonic movements in the research area [Agayan et al., 2020, 2022; Faber
and Domej, 2021; Gvishiani et al., 2016, 2020], as well as the geographical coordinates of
the training and prediction points. These features primarily consisted of geomorphological
characteristics associated with morphometric analysis of the terrain. Geological and
geophysical data were not applied in this model. Despite their potential, they introduce
a number of uncertainties. Spatial data created manually by humans (such as geological
maps or tectonic faults) are not formalized data. Therefore, during the algorithm’s training
process, it adapts to models created by the author based on the original data, rather
than creating new relationships between the data. Geophysical fields, such as results
from seismic tomography, magnetic and gravitational anomalies, have proven efficiency
in applying machine learning methods in Earth sciences as a whole [Agayan et al., 2022;
Aleshin et al., 2022; Dzeboev et al., 2019; Gvishiani et al., 2022, 2023; Sun et al., 2022]. In
the considered task, they can reflect the deep structure of the Earth’s crust and serve
as informative features during algorithm training. However, these data are not always
available for the areas of interest where research is conducted. Global models of geophysical
fields do not always have sufficient detail for their application. In geodynamic polygons
with an area of up to 2500 km2, one cell of the geophysical field dataset can be larger in
area than a triangular finite element. Meanwhile, relief data is available with detail down
to 30 meters or less (SRTM, ALOS JAXA, ETOPO datasets, and others).

Features were defined within cells. For a geodetic point, the data of which constitute
the training set, a hexagonal cell with a radius of the circumscribed circle R is constructed
(Figure 2a). The resulting cells are overlaid on the parameter field (feature) for which the
value needs to be obtained. Using zonal statistics, the necessary feature is computed in
each cell from those mentioned above (average elevation in the cell, range of minimum
and maximum elevations, etc.). When forecasting data on a regular grid, the procedure is
constructed similarly. The regular grid of cells for which the forecast will be performed
is divided (Figure 2b). The necessary features are computed for each cell, which are then
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input into the neural network. The forecast result, the displacement components, will
be assigned to the centroid of each of the original cells. The following data were used as
features:

• coordinates of the cell centroid, in meters, in the universal transverse Mercator projec-
tion;

• mean elevation of the terrain in the cell;
• range of elevations in the cell (difference between maximum and minimum values);
• mean density of lineaments in the cell;
• range of lineament density in the cell (difference between maximum and minimum

values).

We used the ETOPO1 model as input data [Amante and Eakins, 2009]. Lineaments
were calculated using the method proposed in [Sedrette and Rebai, 2016]. The measure of
the dynamic activity index of faults density was determined by using the linear density,
which is obtained in a circular vicinity within each cell of the grid. The length of the
segment of each line crossed by the circular neighborhood is multiplied by the line weight
factor. Then all the length values are summed up and divided by the area of the circle. This
process is repeated for all cells in the grid.

The models presented here use a simple feature space. Our goal was to create a simple
model, with accessible input data, that can be applied by the widest range of researchers.
In addition, simple models are more interpretable than models with complex architecture.
The detailed analysis and design of features, their comparison and performance evaluation
is an independent study, such as in [Agayan et al., 2022].

2.3.3. Prediction grid and data preprocessing

Equally important is the stage of data preparation and normalization before feeding
them into the neural network’s input layer. Proper preprocessing of data enables the
algorithm to enhance its efficiency and extract valuable information from the data.

A key feature of data preparation is that the displacements need to be transformed
into the “no-net-translation” format [Kaftan and Tatarinov, 2021] i.e., into the internal
displacements of the network. If displacements are provided in the global reference system
(as in the work by [Mironov et al., 2021] (Figure 1), it is necessary to subtract from them
the mean arithmetic value or the velocity of tectonic plate movement to obtain internal
displacements of the geodetic network. This is the format in which the ANN best models
the variability of the RCM.

The procedure of declustering data in the context of motion field modeling is discussed.
In the preparation of raw data, a situation of overlapping cells can often arise. In this
case, the feature values in the cells may be close, while the displacement values can differ
significantly. It is necessary to be more attentive to the preparation of raw data and the
results of GNSS measurements themselves. Exclude questionable points or points that may
be influenced by active exogenous processes or points with poor satellite measurement
conditions. In other cases, opposite movements may be caused by local tectonic processes
in the research area (such as fault coast displacements) and are important information
that should not be removed from the training set. Therefore, in our approach, it is not
recommended to apply data declustering, and in cases where two points are in the same
location and have different motion indicators, preference is given to the point with the most
stable position and a high-quality type of geodetic center. If this parameter is indeterminate,
then the point with the longest measurement period is preferred.

The size of the finite element is determined empirically, in accordance with the
physical representation of the studied section of the Earth’s crust. The Earth’s physical
crust is not a continuum, so it is not possible to divide the cell into infinitely small elements.
When it comes to crustal deformations, the sizes of the sections should be such that changes

Russ. J. Earth. Sci. 2023, 23, ES6002, EDN: IXIPOZ, https://doi.org/10.2205/2023es000885 8 of 22

https://elibrary.ru/ixipoz
https://doi.org/10.2205/2023es000885


Modeling the Horizontal Velocity Field of the Earth’s Crust. . . Manevich et al.

in their shape and volume can be interpreted. Normalization of feature data is performed
according to standard relationships:

xj =
xj − xj0

λj
, (2)

where xj – transformed (normalized) value; xj – the value of the original feature; xj0 – the
center of variation for the numerical series of the n feature; λj – range for the numerical
series of the n feature; j – number of values in the numerical series of the n feature.

Different statistics of the original data (minimum, maximum, difference modulus,
arithmetic mean, median, zero value, etc.) can be taken as the range and center of variation,
depending on empirically determined efficiency. In our study, the arithmetic mean values
of the original data sample were taken as the range and center of variation. As a result
of data normalization, all features are brought into a consistent system of dimensions,
making them numerically comparable and enhancing the efficiency of the neural network’s
recognition.

The limit prediction radius was determined by the distance at which the feature values
in the cells did not change within the range of the original cells. That is, provided that the
features in the training sample are distributed the same as in the modeled set.

3. Results
3.1. Methodology for assessing the effectiveness of modeling

For a comprehensive assessment of the effectiveness of modeling methods, it is nec-
essary to plan a series of computational experiments aimed at evaluating the accuracy of
forecasting methods in interpolation and extrapolation tasks. One of the best method-
ologies for assessing performance in data science is cross-validation [Sun et al., 2022].
Cross-validation is a method for evaluating a model to determine how successfully the
applied statistical analysis in the model can perform on an independent dataset. Cross-
validation methods are successfully applied to assess modeling effectiveness in various
Earth sciences [Agayan et al., 2022; Aleshin et al., 2022; Sun et al., 2022], including forecast-
ing recent crustal movement fields [Bogusz et al., 2013].

In this case, the cross-validation method will be applied as follows. The test data
set will consist of one point in each iteration of the calculation. All other data will be
included in the training data set. In other words, in each iteration of the calculation, surface
movements for one point will be calculated based on all other data in the training set.
When assessing the quality of the forecast, we average the obtained quality metrics for all
test sets.

Earth surface movement data have several characteristic features – they can be multidi-
rectional (have positive or negative signs) and each displacement vector has its own azimuth
characterizing the direction of movement. There are a number of errors in forecasts that
need to be considered at a detailed and even point level. For example, it is an estimation
not only of the absolute magnitude of the predicted displacement/velocity of the RCM,
but also of its sign, i.e. its direction. It may happen that one method shows the smallest
absolute bias, but recognizes fewer directions of RCM velocities. In this case, the second
quality metric will be more correct. Since the directions of movements allow to carry out
deformation analysis on compression-tension of the area, which is more important. That
is why the development of a program of computational experiments is necessary and it
will allow a more correct comparison of the proposed methods. Therefore, the metrics for
evaluating the quality of the algorithms’ predictions were chosen as follows:

Mean absolute error (MAE) shows the mean absolute deviation of the predicted offsets
from the true offsets. The use of absolute deviation is due to the fact that displacement
values can be both positive and negative. MAE is determined by formula (3):

MAE =
1
n

n∑
i=1

|Ui − ai |, (3)
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where n – quantity of points in the used sample (training, test, control); Ui – the value of
measured displacement/velocity; ai – the value of predicted displacement/velocity.

In addition to quantification, it is necessary to recognize the direction of the motion
vector (negative or positive). To evaluate the quality of this aspect, accuracy metrics are
defined by formula (4). This evaluation is based on the error matrices of the recognized
displacement/velocity classes (Table 1). The accuracy metric allows for estimating the
vector of the geodetic point movement direction in the 90° sector. If both components are

Figure 2. An example of dividing the geodynamic polygon of the Ossetia into cells with R = 10 km.
a – training set; b – interpolation model with regular cells.
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recognized correctly, the modeled value falls into the same direction sector as the true
displacement value:

accuracy =
TP+FN

TP+FP+FN+TN
, (4)

Table 1. Error matrix (a – the true mark motion vector displacement/velocity, â – predicted mark
motion vector displacement/velocity)

a = 1 a = 0

â = 1 True Positive (TP) False Positive (FP)

â = 0 False Negative (FN) True Negative (TN)

To evaluate the efficiency of the algorithms, the original data samples are grouped
and labeled. All GNSS points are classified into points inside the geodetic network contour
(interpolation task) and points outside the geodetic network contour (extrapolation task)
(Figure 3). Quality metrics are calculated and compared separately for the groups shown.
The points in the control data sample are also classified and analyzed separately from the
data used in the modeling.

43.0
°Е 44.0

°

Е 45.0°

Е 

, 1 1 1 1 
� 1 ?'1 _'_11 J 

____J 
43.5° N ��44-�щ�

гт+-
��Ji�JЬ+№�--,,W�##r4i*::::::::._---:-+--...=:!::�

:---т-
--==::::::::::::::,:::::::::::::::====!:fW

i 

* 

_j 

о 15 30 45 km 

1 mm/year 6 mm/year 

Altitude, m 

3 600 

100 

Figure 3. Vectors of geodetic point movements in the internal reference frame and illustration
of GNSS point positions outside 1) and inside 2) the geodetic network contour of the Ossetian
geodynamic polygon.

Thus, for each data set (from one polygon) the following quality metrics will be
calculated:

• MAE – mean absolute deviation of predicted components from the true velocities of
motions Ve, Vn in the test sample;
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• MAE_extr – mean absolute deviation of predicted components from the true velocities
of motions Ve, Vn in the test sample outside in geodetic network (extrapolation points);

• ACC – accuracy of recognizing the direction of the predicted components of motion
velocities Ve, Vn (the mean accuracy value is taken for the components Ve, Vn);

• ACC_extr – accuracy of recognizing the direction of the predicted components of
motion velocities Ve, Vn in the test sample outside in geodetic network (extrapolation
points, the mean accuracy value is taken for the components Ve, Vn);

• ACP – accuracy of recognizing the direction of the predicted velocity vector V (the
accuracy value is taken for the components Ve, Vn recognized correctly at the same
time);

• ACP_extr – accuracy of recognizing the direction of the predicted velocity vector V in
the test sample outside in the geodetic network (extrapolation points, the accuracy
value is taken for the components Ve, Vn recognized correctly at the same time).

These 6 metrics are calculated for each of the algorithms and a comparative evaluation
of the modeling performance is performed based on them.

3.2. Results of the Application of ANN for Modeling the RCM field

As a result of the modeling, the components of the RCM were obtained on a regular
grid with a step of 10 km (Figure 4). As a result of the modeling, the quality metrics of the
cross-validation study on the full dataset and on the extrapolation, dataset were calculated
(Table 2).

We analyze the table of the obtained quality metrics of the recent motion field mod-
eling algorithms. The MAE, ACC, ACP rows show the results of calculations of quality
metrics for a complete enumeration of the data set. Thus, such a set included points
are assigned to the interpolation task and the extrapolation task together. The metrics
obtained in this iteration of calculations are very important because they allow to compare
the algorithm of artificial neural networks with other algorithms within the framework
of the classical problem of interpolation of Earth surface movements. The MAE_extr,
ACC_extr, ACP_extr lines contain the results of data extrapolation beyond the geodetic
network contour. At the same time, due to the fact that the data are located quite grouped,
the estimation for extrapolation points is obtained by classical algorithms. Let us consider
in detail the results of quality metrics calculations.

It should also be noted that the level of the mean absolute deviation of the modeled
values (both by the ANN algorithm and by classical algorithms) is at or below the RMS
of GNSS station velocity definitions (1–3 mm). This result indirectly demonstrates the
reliability of the modeled values in the cross-validation sample, as the absolute error of
their determination is comparable to the RMS of their definitions.

The following results were obtained for the Ossetian geodynamic polygon. For the
full data sample, the metric MAE is between 1.22–2.2 mm. The largest absolute error
is obtained when using ANN5,6 architectures and the smallest when using ANN1,9,10
architectures. The classical methods show a range of MAE metric of 1.37–1.65 mm, which
on average corresponds to the ANN algorithms. The situation is similar to the mean
absolute error on the extrapolation sample (MAE_extr metric). The situation is different
with the metric of mean absolute deviations on the extrapolation sample MAE_extr, it lies
in the range of 1.04–3.6 mm. The largest absolute error is obtained when using ANN5,6
ANN architecture, and the smallest when using algorithms of inverse distance methods,
B-spline, and ANN3,10 architectures. The single-layer and three-layer ANN architectures
show lower error on average. The classical algorithms yield a metric range of 1.04–1.63
mm, broadly similar to the full data sample. In terms of mean absolute deviation metrics,
ANN1,3,10 architectures show the best results.

For the full data sample, the ACC metric is between 35–56%. The lowest recognition
accuracy is obtained using ANN6,11 and the highest recognition accuracy is obtained
using ANN3,12 architectures. The classical methods show a range of ACC metric of
43–54%, which is on average higher than the ANN algorithms whose range is 35–56%.
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The situation is repeated on the extrapolation dataset. The overall recognition accuracy
of ACC_extr lies in the range of 25–66%. The lowest recognition accuracy is obtained
using ANN architecture ANN1,6,8,11 and the highest recognition accuracy is obtained
using architectures ANN3,4,12, inverse distance method IDP and B-spline. Generally, the
ANN architectures show about 40% accuracy in recognizing the direction of the motion
components Ve, Vn.

Figure 4. Neural network model of recent crustal movements and deformations of the Ossetian
geodynamic polygon: a – field of velocities vectors; b – velocities and orientation axes of main
deformations.

For the full data sample, the ACP metric ranges from 8–37%, while the ACP_extr
metric ranges from 0–33%. Otherwise, the ACP and ACP_extr metrics show similar results,
with the difference that the recognition accuracy is defined in the 90° sector. The lowest
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recognition accuracy is obtained using the CBSP algorithm and ANN5,6 architectures,
while the highest recognition accuracy is obtained using the IDP inverse distance method
and ANN3,12 architectures. The classical methods show an ACP metric range of 12–
29%, which is on average lower than that of the ANN algorithms, whose range is 12–37%.
The situation is similar to the extrapolation dataset. The lowest recognition accuracy
is obtained using the CBSP algorithm and ANN1,2,5,6,7,10,11 architectures, while the
highest recognition accuracy is obtained using ANN3,4,12 architectures, IDP and B-spline
inverse distance methods.

Among the considered ANN architectures, it is worth highlighting the ANN12 algo-
rithm, which shows the highest and most stable recognition accuracy in terms of ACC
and ACP metrics, at the same time having one of the lowest MAE values. If we take
a closer look at the results of the cross-validation analysis of ANN1–3 architectures (where
single-layer ANNs are also considered), we can see that this result is consistent. It is useful
to take it into account when planning the ANN architecture in modeling tasks, where the
accuracy of recognition of the direction of the motion vector, rather than approximation
to its numerical value, is a higher priority. The most stable of the listed architectures
seems to be the ANN8 and ANN11 algorithm. It should be emphasized that a detailed
selection of hyperparameters and ANN architecture can improve the above quality metrics.
Moreover, the given tables do not give grounds for conclusions about which of the methods
or algorithms is unambiguously worse or better. However, in this context, they show the
most important thing – the proposed neural network approach confidently shows results
not worse than classical methods. Having at the same time the possibility of modeling
a wider area. Thus, we can make sure of its adequacy for the use of recent crustal movement
field modeling tasks outside the contour of geodetic networks.

Figure 4 illustrates the results of modeling the recent crustal movement field by the
algorithm with ANN11 architecture. The figures clearly show that the ANN algorithm
makes it possible to obtain the necessary amount of data on a regular grid outside the
contour of the geodetic network. Neural network extrapolation allows to obtain data with
greater detail of the studied area, where there is a large number of local and large regional
tectonic structures. Thus, the analysis of cross-validation results gives encouraging results.
We can say that the ANN algorithms within the geodetic network contour model of the RCM
field are no worse than classical methods. This conclusion allows us to cautiously conclude
that the ANN algorithm in the conditions of limited radius of the modeling area shows itself
reasonable and its application is possible for modeling the motion fields outside the contour
of the geodetic network. Within the framework of this paper, we did not set ourselves the
task of geodynamic interpretation of the obtained motion fields. However, it should be
noted that the results of modeling for the Ossetian polygon can be used for geodynamic
zoning. At the same time, we can identify zones of tension and compression and calculate
the tectonic component of stresses, as well as zones of high-gradient displacements, etc.

4. Discussion

Neural network extrapolation allows us to obtain data with more detail of the studied
area, where there are many local and regional tectonic structures. We note the high prospect
of using this approach for disparate GNSS data obtained in different epochs of observations.
GNSS measurements in the Caucasus, which were started in the 1990s [Reilinger et al.,
1997; Shevchenko et al., 1999], are of high interest. Now, they have almost a thirty-year
history [Ismail-Zadeh et al., 2020; Karapetyan et al., 2020; Mironov et al., 2021; Reilinger et al.,
2006; Sokhadze et al., 2018; Tibaldi et al., 2021]. Measurements of recent crustal movements
in the Caucasus are very heterogeneous, as a large number of scientific groups have worked
in these regions [Tibaldi et al., 2021]. This makes it difficult to spatially compare the results
of their measurements, as they cover different, not completely overlapping areas. The
application of machine learning methods will make it possible to model these data onto
a single regular grid and obtain digital models of displacements and deformations of the
Caucasus territory on a unified scale.
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Table 2. Quality metrics of the cross-validation study for data from the Ossetian geodynamic polygon
(gradient coloring from red to green corresponds to the reduction of the algorithm’s prediction error)

Quality metrics ANN1 ANN2 ANN3 ANN4 ANN5 ANN6 ANN7 ANN8 ANN9 ANN10 ANN11 ANN12 IDP MSP CBSP

MAE, mm 1.22 1.47 1.32 1.51 2.20 2.11 1.40 1.44 1.35 1.28 1.40 1.63 1.43 1.37 1.65

MAE_extr, mm 1.43 1.86 1.25 1.72 2.28 3.60 1.53 1.82 1.94 1.17 1.53 2.37 1.26 1.04 1.63

ACC, % 41.7 45.8 56.3 43.8 37.5 35.4 43.8 35.4 45.8 43.8 35.4 56.3 54.2 43.8 47.9

ACC_extr, % 25.0 41.7 66.7 58.3 41.7 25.0 41.7 25.0 41.7 33.3 25.0 50.0 58.3 50.0 33.3

ACP, % 16.7 20.8 37.5 16.7 8.3 12.5 16.7 12.5 20.8 16.7 16.7 33.3 29.2 20.8 12.5

ACP_extr, % 0.0 0.0 33.3 33.3 0.0 0.0 16.7 0.0 16.7 0.0 0.0 33.3 33.3 33.3 0.0

Gradient coloring

Minimal error Maximum error
Decoding of abbreviations: Decoding of abbreviations: ANN1 – ANN algorithm, 1 hidden layer, 5 neurons in the hidden layer; ANN2 – ANN algorithm,

1 hidden layer, 10 neurons in the hidden layer; ANN3 – ANN algorithm, 1 hidden layer, 15 neurons in the hidden layer; ANN4 – ANN algorithm,

2 hidden layers, 5 neurons in the hidden layer; ANN5 – ANN algorithm, 2 hidden layers, 10 neurons in the hidden layer; ANN6 – ANN algorithm,

2 hidden layers, 15 neurons in each hidden layer; ANN7 – ANN algorithm, 3 hidden layers, 5 neurons each in the hidden layer; ANN8 – ANN algorithm,

3 hidden layers, 10 neurons each in the hidden layer; ANN9 – ANN algorithm, 3 hidden layers, 15 neurons in each hidden layer; ANN10 – ANN

algorithm, 4 hidden layers, 10 neurons per hidden layer; ANN11 – ANN algorithm, 5 hidden layers, 10 neurons each in the hidden layer; ANN12 –

ANN algorithm, 1 hidden layer, 50 neurons in the hidden layer; IDP – inverse weighted distance method, degree coefficient p = 4; MSP – B-spline;

CBSP – cubic spline.

Above we demonstrated a simple application of the algorithm, but, as it was shown in
[Agayan et al., 2022], the synthesis of complex geomorphological and geophysical features
has great prospects for modeling geodynamic processes, especially on a regional scale. Let
us form a feature correlation matrix for the territory of the Greater and Lesser Caucasus,
which can also take into account geomorphological and geophysical data. For the scale of
studying the whole territory of the Caucasus, a cell size of 50 km was chosen, which allows
us to apply large-scale geophysical data (Figure 5).

As is known, the areas of the newest tectonic uplifts in relief often coincide with
the places of prevailing denudation, the plunging ones – with the areas of accumulation.
Undoubtedly, there is a strong dependence between tectonic movements, the volume of
uplifted or lowered matter and the intensity of exogenous denudation, which leads to
compensation of tectonic processes. At the same time, if complete compensation does not
occur, tectonic movements are directly reflected in the field of absolute heights [Simonov,
1998]. In addition to using the main functions of this field (e.g., DEM construction), it
can be used to obtain such an important morphometric parameter as surface curvature
(horizontal and vertical). The areas of recent crustal movements are reflected not so much
in the height field, curvature and steepness of slopes, but also in the density and depth of
dissection. The TRI (terrain ruggedness index) [Różycka et al., 2017], a measure of vertical
ruggedness in a given neighborhood. It can be considered the most suitable for calculating
dismemberment parameters and does not change the geomorphological meaning of this
term. In addition, dissection parameters are an expression of the interaction between
tectonic movements and erosion processes. In addition to the above, there are more than
a hundred [Negi et al., 2023] morphometric indices that directly and indirectly reflect
tectonic movements. However, many of them are criticized by geomorphologists, who note
that the most important criterion for the correct choice of an index and its meaning should
be an indication of the existing geometric or physical image of the most different values
within this index.

In addition to these geomorphological indicators, we used geophysical data on the
crustal structure of the Greater and Lesser Caucasus for the correlation matrix. We used
Bouguer gravity anomalies and the Moho boundary dataset from the Structure and density
of sedimentary basins in the Southern part of the East European platform study [Kaban
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et al., 2021]. As a result, the following indicators were analyzed: the X and Y coordinates
of the cell centroid in meters, in the universal transverse Mercator projection; the elevation
of the relief in the cell; the density of lineaments in the cell [Sedrette and Rebai, 2016];
Bouguer anomalies, Moho surface depth, sediment thickness [Kaban et al., 2021]; surface
curvature and TRI terrain dissection index [Różycka et al., 2017]. For each of the indices, we
calculated the arithmetic mean, minimum, maximum and range of values within a cell. We
calculated the correlation matrix and correlation strength thresholds. The matrix presents
Pearson’s pairwise correlation coefficient:

r =
∑

((xi − x)× (yi)− y)√∑
(xi − x)2×

.

The lower threshold of the correlation relationship was determined using Student’s
criterion (formula (5)), and the correlation strength intervals using formula (6):

r0 =
t

√
t2 +n− 2

, (5)

r int =
1− r0

3
. (6)

Thus, for the set of cells used (691 cells in each of the indicators and the confidence
interval of 0.95), the intervals of correlation strength were determined: a weak correlation
in the interval 0.0746–0.3831, medium correlation in the interval 0.3831–0.6915, strong
correlation in the interval 0.6915–1. The correlation strength was presented as a discrete
color scale (Figure 6).

Figure 5. Example of splitting the Caucasus region into cells with R = 50 km.
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Figure 6. Correlation matrix of geomorphological and geophysical features of the Caucasus region:
1 – X coordinates; 2 – Y coordinates; 3 – arithmetic mean value of relief in a cell; 4 – minimum
value of relief in a cell; 5 – maximum value of relief in a cell; 6 – range of relief values in a cell
(max–min); 7 – arithmetic mean value of curvature in a cell; 8 – minimum value of curvature in a cell;
9 – maximum value of curvature in the cell; 10 – range of curvature values in the cell (max–min); 11 –
arithmetic mean value of TRI index in the cell; 12 – minimum value of TRI index in the cell; 13 –
maximum value of TRI index in the cell; 14 – range of TRI index values in the cell (max–min); 15 –
arithmetic mean value of lineament density in the cell; 16 – minimum value of lineament density in
the cell; 17 – maximum value of lineament density in the cell; 18 – range of lineament density values
in the cell (max–min); 19 – arithmetic mean of Bouguer anomalies in the cell; 20 – minimum value of
Bouguer anomalies in the cell; 21 – maximum value of Bouguer anomalies in the cell; 22 – range of
Bouguer anomalies in the cell (max–min); 23 – arithmetic mean of Moho surface values in the cell;
24 – minimum value of Moho surface in the cell; 25 – maximum value of Bouguer anomalies in the
cell; 26 – range of Moho surface values in the cell (max–min); 27 – arithmetic mean of precipitation
power values in the cell; 28 – minimum value of precipitation power in the cell; 29 – maximum value
of precipitation power in the cell; 30 – range of precipitation power values in the cell (max–min).

The correlation matrix of geomorphological and geophysical features was analyzed
(Figure 6). 200 out of 435 values of correlation of features have weak correlation. This
is a good indicator from the point of view of data analysis, because the features must
be non-collinear, otherwise, the generalization ability of the neural network algorithm is
reduced due to the high variance of the data. Medium and strong correlations are found
within the feature groups of relief, curvature, TRI index and lineament density. This is true
since all these indices were calculated from the same initial data. The exceptions are certain
calculated indices, such as the average value of curvature in a cell (absolutely not correlated
with any data), the minimum values of TRI index in a cell and the minimum values of
lineament density in a cell. Similarly, medium and strong correlations are formed within
groups of the same geophysical indicator features (Bouguer anomalies, Moho boundary
and sediment thickness). Other groups of geophysical attributes have on average weak
correlation relations. In general, the best results show signs related to sediment thickness –
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weak correlation with all other parameters. Mostly weak and average correlations have
signs of Moho boundary and Bouguer anomaly. They are more strongly correlated with
geomorphological features.

In general, weak correlations between features characterize these indicators as re-
flecting different properties of the geological environment and are independent datasets
for the conditions of the Caucasus region. However, the application of such a dataset is
only possible on a small scale with a specified cell size of 50 km. Since the geophysical
models used have low spatial resolution and the chosen radius allows to cover the area
with some degree of variability. Cells with a smaller radius would perform worse under
these conditions.

5. Conclusions

Spatial modeling based on the neural network approach allows to model adequately
the fields of recent crustal movements and deformations outside the geodetic network
contour. The paper details the settings of hyperparameters and the justification of the
applicability of the neural network model for the tasks of forecasting crustal velocity fields.
The results presented in comparison with classical modeling methods show that the neural
network approach shows results not worse than classical methods. However, the ANN
algorithm has an important property – it can extrapolate data beyond the contour of the
geodetic network. Comparison of quality metrics of classical methods and neural network
approach shows the adequacy of ANN results, which allows us to apply them in the tasks
of large-scale modeling of the RCM field. Neural network extrapolation allows us to obtain
data with greater detail of the studied area, where there are a lot of local and regional
tectonic structures.

The possibility of designing and applying more complex features for the neural
network based on geomorphological and geophysical data is considered. As a discussion,
we note the prospect of first of all using geomorphological indicators as a feature space
for modeling the RCM field. In the presented models, the objective was not to construct
a complex feature space. On the contrary, the aim was to create a simple model, with
available input data, that can be applied by the widest range of researchers. In addition,
simple models are more interpretable than models with complex architecture.

The application of such an approach to disparate GNSS data obtained in different
epochs of observations is very promising. Of high interest are the GNSS measurements
in the Caucasus, which are very heterogeneous, since a large number of scientific groups
worked in these regions. The application of machine learning methods will allow the mod-
eling of these data on a single regular grid and obtaining digital models of displacements
and deformations of the Caucasus territory on a unified scale. The use of geomorphological
indicators as a feature space for modeling the RCM field is a promising approach. Since it
is the relief that reflects tectonic movements, both recent and modern, which is especially
pronounced in the tectonically active region of the Caucasus.
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