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Abstract: Bathymetry unveils the underwater topography of oceans, seas, rivers, and lakes. It is a fun-
damental data resource for various applications, like physical oceanography, marine geology, geo-
physics, and marine resources. The techniques to compute the seafloor depths are ship-borne echo
sensors, empirical models of satellite-derived bathymetry, and aerial-space-borne laser altimetry.
The digital bathymetric surfaces are generally generated from a distributed seafloor depths. Once
these depth points are collected, the next step to generate a continuous surface is to select and
implement interpolation. Numerous interpolation methods have advantages and disadvantages
that can hamper the accuracy of the surface, which generally depends on the shape of the extent,
distribution, and point density. To date, there is no recommended interpolation method when the
study extent is circular with well-distributed points – the core objective of this research is oriented
towards this. An attempt was made to generate a digital bathymetric surface for the Mauritius coast
with ∼ 1.2 million depth points accrued from the NASA ICESat-2 geolocated photons and sounding
depths from the marine charts. These points were used as input to interpolation methods like Inverse
Distance Weighted, Natural Neighbour, and various forms of Ordinary Kriging. Our findings show
that all the methods have generated visually similar surfaces, but the Inverse Distance Weighted
interpolation has given the output with less quantified uncertainty.

Keywords: Bathymetry, Interpolation, LiDAR, Inverse Distance Weighted, Natural Neighbour, Krig-
ing.
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Introduction

Bathymetry is the study of mapping the water depth in oceans, seas, rivers, and lakes,
and it plays an essential role in understanding and portraying the marine environment.
Similar to topographic mapping on land, bathymetric surveys create seafloor depth maps,
revealing its seabed structure [Vogt and Tucholke, 1986]. This information is essential for
various applications, including marine navigation, ocean engineering, seafloor morphology,
tectonic studies, and deep-sea mineral exploration [Dysart, 1996; Smith and Sandwell,
1997; Vogt and Tucholke, 1986; Wölfl et al., 2019]. Bathymetric data potentially aids in
investigating coastal dynamics, sediment transportation, changes in seabed morphology, sea
level changes, and the impact of global climate patterns, and also helps avoid underwater
hazards during navigation [Smith and Sandwell, 1997; Wölfl et al., 2019].

Technological advancements have dramatically improved our ability to map the ocean
floor. Ship-borne echo-sounding techniques are classical but still are valid methods for
collecting bathymetric data [Smith and Sandwell, 1997]. The echo-sounding techniques are
generally either single-beam or multi-beam; if single-beam echo sensors are employed, the
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result is less coverage, whereas the multi-beam echo-sounding sensors can provide better
coverage and more detailed underwater topography [Ashphaq et al., 2021; Pratomo et al.,
2023].

With the advent of the earth-observation systems, satellite-derived bathymetry meth-
ods that came into existence use multispectral imagery to map the depths of the shallow
waters. However, for these methods are empirical and need real-time seed data as a param-
eter to initiate the model [Wölfl et al., 2019].

On the other hand, LiDAR-based bathymetry has several advantages over ship-borne
sounding technology. These advantages include high precision, high point cloud density,
high accuracy, and low cost [Ashphaq et al., 2021; Hilldale and Raff , 2007; Li et al., 2023].
However, the limitation with the LiDAR-based altimeter is that we can measure to limited
depths [Ashphaq et al., 2021; Li et al., 2023]. Ice, Cloud and land Elevation Satellite-
2 (ICESat-2), launched by the National Aeronautics and Space Administration (NASA),
has been operational since September 2018. ICESat-2 hosts a solo sensor, Advanced
Topographic Laser Altimeter System (ATLAS), credited as a revolutionary space-borne
altimeter due to its caliber with a highly sensitive photon-counting system [Markus et al.,
2017]. The ATLAS sensor onboard the ICESat-2 utilizes a 532 nm wavelength (green) laser,
operating at a pulse repetition frequency of 10 kHz, and encounters a diffractive optical
element to release six beams. From each of the six beams, geolocated photon data having
a spatial resolution of 70 cm can provide surface elevation information [Neumann et al.,
2019]. Primarily, the applications of the ICESat-2 data were oriented for the cryosphere.
However, the scientific fraternity has successfully used geolocated photon data for various
applications related to land/terrain, forest/canopy, and inland water bodies [Brown et al.,
2023].

Parrish et al. [2019] evaluated the application validity of ICESat-2-based geolocated
photon data towards bathymetric studies; their studies proved that seafloor detection in
water depths of up to ∼ 40 m is possible during clear water conditions [Parrish et al., 2019].
With this clue, numerous studies have shown the potential of using ICESat-2 geolocated
photons for bathymetric studies [Giribabu et al., 2023, 2024; Guo et al., 2022; Ranndal et al.,
2021; Xie et al., 2021].

In our study, we generated a digital bathymetric model for the shallow waters of the
coastal area for an island using the depth information from ICESat-2 geolocated photon
data and the sounding depth values from the available hydrographic charts. The points
representing the depth values need interpolation to generate a surface representing the
seafloor topography. Interpolation is a mathematical process to predict unknown values
using the surrounding measured values [Burrough et al., 2015]. Interpolation techniques
are generally classified into deterministic and geostatistical [Childs, 2004]. Deterministic
interpolation techniques create surfaces based on measured points (with known values)
using mathematical formulas; methods such as Inverse Distance Weight (IDW) and Natural
Neighbor (NN) fall in the deterministic category. In contrast, geostatistical interpolation
techniques, such as various forms of Kriging, are based on statistics and are used for
predicting surface values but include some measure of the uncertainty [Childs, 2004].

However, many researchers are still investigating the best choice in selecting the opti-
mal interpolation technique while generating a bathymetric surface for the shallow water
regions, and the question remains a gap area [Li et al., 2023]. The motivation of this study
is to determine the best optimal interpolation method given a set of points representing
depth values in a shallow water region. Moreover, our research has emphasized an Island
that is typically circular. Globally, many of the Islands are circular; thus, the anticipated
results from this study should provide a clue for selecting the best interpolation method
while generating a bathymetric surface.

Towards reaching the objectives of this research, after accruing the points data con-
taining the depth values of the seafloor pertaining to the study area, various interpolation
methods were used to generate the surfaces. Currently, in Geographic Information System
(GIS) software like ESRI ArcGIS AND QGIS, nearly 40 interpolation methods are available.
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Certain interpolation methods are optimized for surface generation, some for weather
forecasting, and some for estimating the missing values. Research done by Henrico [2021]
suggested that interpolation methods like IDW, NN, and various Ordinary Kriging (OK)
forms are optimized for surface generation. These methods were given preference in our
research to generate surfaces. These surfaces were validated by referring to the check-
points and computing an error quantifier based on a statistical formula like Root Mean
Square Error (RMSE). The RMSE computed for each surface generated form the individual
interpolation method has been compared to assess the best interpolation method.

Material and methods

Study Area. The study area chosen for this research is Mauritius, which extends over
2.3 million km2 (including its sea-zone). It is an island country in the Indian Ocean, about
2000 km off the south-eastern coast of East Africa and east of Madagascar. Isles like
Rodrigues, Agaléga, and St. Brandon (Cargados Carajos shoals) are also part of Mauritius.
The mainland Mauritius is at latitude 20°10 ’S and longitude 57°30 ’E, has a surface area of
1859 km2 and a nearly 200 km long coastline. The region is mainly composed of different
shoreline types, and chiefly, they are categorized as sandy, rocky, muddy, mixed, calcareous
lime stones, and cliffs of coastal geological features [Doorga et al., 2021]. Figure 1 shows
the extent of Mauritius as viewed in high-resolution satellite imagery. The Island is of
volcanic origin, and its formation involves the three primary dome building processes that
created the structural shape of the high uplands in the central region and lowlands in
the coastal region [Doorga et al., 2021]. According to recent estimates, Mauritius Island
has a population of 1.27 million, with the main attraction being its coastal beaches for
tourists. Tourism is the third pillar of economic growth after Mauritius's manufacturing
and agriculture sectors [Duvat et al., 2020]. Mauritius’s central Plateau is between 300 to
600 meters from mean sea level.

In the context of global climate change, Mauritius is highly vulnerable to sea-level rise
as recent studies indicate a rise of 5.6 mm/year on average over the past 30 years – this is
2 to 3 times faster than the 20th century global mean sea level due to climate change [Devi
and Xi, 2020]. This, in turn, will impact the increase in coastal erosion [Becker et al., 2019].
Thus, high-resolution digital bathymetric data, like the one generated in this research, is
beneficial for studying climate change's impact on Mauritius's coastal line. In this research,
we have generated a digital bathymetric model for a buffer region of 3 km from the coastline
of Mauritius mainland (shown in Figure 1b)

Datasets. Table 1 shows the datasets used to generate a digital bathymetric model for
Mauritius Island. Primarily, the datasets include NASA ICESat-2 geolocated photons,
navigational charts, and elevation values from a bare-earth digital elevation model (DEM).
The details of these datasets are mentioned in the subsequent sections.

ICESat-2, a polar-orbiting satellite from an average altitude of 496 km, will acquire the
data during day and night for the globe in 1387 predefined ground reference tracks with
a temporal resolution of 91 days [Markus et al., 2017]. Over the extent of Mauritius mainland
and its shallow waters coasts, eight ICESat-2 reference ground tracks are available (listed in
Table 1 and illustrated in Figure 2). From these eight reference ground tracks, one hundred
sixty acquisitions of ICESat-2 data between October 2018 and October 2023 are available
for the study area. In general, bathymetric studies should use only those acquisitions
from nighttime because daytime acquisitions can include substantial noise arising from
solar background radiations [Giribabu et al., 2023]. Similarly, ICESat-2 acquisitions may
be impacted due to the presence of clouds, and photons may not be able to reach the
Earth's surface [Hawker and Neal, 2021]. Thus, 79 acquisitions were available for retrieving
the seafloor depth information by omitting daytime acquisitions and those of missed data
due to the presence of clouds.

The sciences teams of ICESat-2 will process and distribute the photon data by cat-
egorizing it into various levels, out of which Level-2A data product, namely, ATL03, is
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Figure 1. Location map of Mauritius mainland. (a) The location of the Mauritius mainland in the
Indian Ocean is highlighted with a yellow box. (b) Mauritius mainland, which constitutes the study
area of this research.

a principal data source that contains geolocated photons with attributes like latitude,
longitude, and elevation for each successful photon event [Neumann et al., 2019]. In our
research, we have used ATL03. From the available 79 acquisitions over the study area,
474 beams are qualified for seafloor depth retrieval (shown in Figure 2). Retrieval of the
seafloor from these beams is discussed in the methodology section.

The other source of seafloor depth is the navigational chart obtained from the National
Hydrographic Office of the study area [INHO, 2024]. The sounding depths from chart
number 2557 at a scale of 1:125,000 were manually digitized in GIS software. Elevation
values for the mainland of the study area were retrieved from a bare-earth digital elevation
model called Forest and Building removed Copernicus DEM (FABDEM); however, the role
of the elevation values from the FABDEM is to fill the gap due to the Mauritius mainland
during the visualization of the output and does not have any role in the generation of
bathymetric model [Hawker and Neal, 2021].

Methodology. In general, during the ICESat-2's data acquisition process, photons ema-
nating from the ATLAS sensor will return from various features of the Earth's surface.
2D profiles drawn from the along-track geolocated photons will enable us to visualize vari-
ous features of the Earth's surface. As shown in Figure 3, for a subset of geolocated photons
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Table 1. Details of the datasets used in generating a digital bathymetric model for the shallow waters
of Mauritius coasts

Dataset Source Details

NASA
ICESat-2
ATL03

OpenAltimetry application available
at [National Snow and Ice Data Center,
2023]

Ground Track: 1217, 661, 272, 1103,
714, 158, 1156, and 600.
Duration of Acquisitions: October
2018 to October 2023
Preferred acquisition period: mostly
Night time
Preferred beam type: Mostly strong
beam
Total number of Refracted photons
from the seafloor: 1.2 million

Sounding
depths from
navigational
charts

Information available at National Hy-
drographic Office’s web portal avail-
able at [INHO, 2024]

Chart Name: Mauritius
Chart Scale: 125000
Year of Publication: 2019
Chart No.: 2557

Forest and
Building
removed
Copernicus
DEM
(FABDEM)

Web portal available at [Hawker and
Neal, 2021]

Elevation values pertaining to the Mau-
ritius mainland

Figure 2. ICESat-2’s ground reference tracks and available beams over Mauritius mainland and the
surrounding shallow waters.

acquired over the region, namely, Centre de Flacq, which is adjacent to the coastal area, the
profile shows the photons returning from the canopy, land, water surface, water column,
and seafloor. In this research, all the ATL03 beams from the ICESat-2 were processed in
ESRI ArcGIS software [ESRI, 2024a]; specifically, the graph wizard in the table editor of the
ESRI ArcGIS facilitates provision for classification of the points falling in various classes
(refer to Figure 3c). As this research is oriented to generate a bathymetric surface, the
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photons returning from the canopy, land, and the water surface have been discarded – only
those photons returning form the seafloor are considered for further steps.

Parrish et al. [2019], Guo et al. [2022], and Giribabu et al. [2024] suggested that before
considering the depth information from the geolocated photons to generate the bathymetric
surface, a refraction correction is a must; this is because there will be a change in the speed
of light that occurs at the air-water interface due to different refractive indices of air and
sea-water. Hence, the default depth information from the geolocated photons is apparent.
This apparent depth can be corrected using Snell’s Law as suggested by [Giribabu et al.,
2024; Guo et al., 2022; Parrish et al., 2019]. Similarly, the default vertical datum of the
elevation/depth retrieved from the ATL03 data product is in the WGS84 ellipsoid system,
whereas the seafloor depth in the bathymetric charts is represented in the orthometric
system. In this research, the conversion of the depth information from the ellipsoidal to the
orthometric system was done using the geoid height calculator available at the UNAVCO
web portal by preferring the EGM2008 geoid model [GAGE Facility, 2021]. A total of
1.2 million depth values from the geolocated photons were accrued in this research for the
shallow waters surrounding Mauritius.

Additionally, sounding depths were digitized from the navigational charts available at
the National Hydrographic Office (NHO). A total of 22700 sounding depths were accrued
for the shallow waters surrounding the coast of Mauritius.

Twenty-five depth points from the ICESat-2 geolocated photons were reserved as
checkpoints to evaluate the output’s accuracy (discussed in the subsequent sections). All
the points representing the depths in the study area are illustrated in Figure 4. The
methodology adopted for generating the surface from these points was incorporated in
Figure 5.

An interpolation method is used to generate a continuous surface from the depth
points, during which it will estimate a value in the area of unknown values from a distribu-
tion of known depth points to generate a continuous surface. In our research, we used the
interpolation methods available in ESRI ArcGIS software [ESRI, 2024a]; the methods are
shown in Figure 5.

The IDW is considered a non-statistical interpolation method and does not account
for the spatial distribution of points but instead predicts unknown values based on the
proximity of known values [Li and Heap, 2014; Wang et al., 2014]. By giving preference to
the nearest neighboring points, IDW assigns more influence to data points closer to the
unknown points. These nearby known points carry greater weight in the calculation, and
the unknown values are estimated as a weighted average of these close neighbors. It is
proven that IDW will generate a smooth interpolated surface and considers dimension
parameters, the number of sampling points, and the power parameter, which controls the
influence of neighboring points on the interpolated values [de Souza et al., 2003]. However,
favoring the closest neighboring points results in weighted averages similar for all points
in proximity, which can be a disadvantage using this method.

Similar to the IDW, NN interpolation method estimates unknown values using nearby
known data points, but the difference is in computation approach. NN interpolation finds
the closest subset of input samples to a query point and applies weights to them based
on proportionate areas to interpolate a value; the method is also referred as Sibson or
area-stealing interpolation [Sibson, 1981]. NN interpolation methods is having advantage
that it works equally well with irregularly distributed points and also, will not produce
errors like sudden peaks or sinks [Watson, 1992].

Kriging a geostatistical interpolation method uses the spatial correlation between
sampled points to interpolate the values in the spatial field: the interpolation is based on
the spatial arrangement of the empirical observations rather than on a presumed spatial
distribution model. Kriging also generates estimates of the uncertainty surrounding each
interpolated value [Collet et al., 2018; Luo et al., 2007]. Generally, during the process of
estimating the optimal interpolation weights, Kriging method takes into account both
distances and directions to establish the spatial relationships within the data. Ordinary
Kriging is the most common form of interpolation method that uses to model the empirical
semi variogram like spherical, circular, exponential, Gaussian, and linear.
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Figure 3. Return photons of ICESat-2 from various features of Earth’s surface. (b) Location map
of Mauritius mainland. (a) A subset of ICESat-2 beam acquired over land and shallow waters.
(c) 2D profiles generated from along-track ICESat-2 geolocated photons. Notably, the profiles show
the photons returned from canopy, land, water surface, water column, and seafloor.
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Figure 4. Map showing the distribution of points representing the seafloor depths used to generate
a digital bathymetric model for the shallow waters of the Mauritius coast. Nearly 1.2 million points
were accrued towards creating the depth database primarily acquired from the ICESat-2 geolocated
photons returned from the seafloor and 22,700 sounding depths from marine charts. A few points
were reserved as checkpoints for technical validation of the output.

Spatial autocorrelation in the spherical Kriging model increases linearly for short
distances and then flattens after a certain threshold. This method is commonly used
due to its moderate complexity and effectiveness for many spatial data types. Kriging
interpolation with circular semi-variograms assumes that spatial correlation decreases
in a circular pattern. This makes it suitable for data with a limited spatial extent and
a rapid decline in correlation with distance. The spherical and circular Krigings methods
work well when the area of study is relatively small, and the influence of known points
diminishes quickly (very short distance) as you move away from them [ESRI, 2024b; Mesić
Kiš, 2016].

Exponential Kriging assumes that spatial correlation decreases exponentially with
distance. This method is ideal for data where the correlation declines rapidly over short
distances, reflecting a more abrupt change in values as you move away from known points
[Mesić Kiš, 2016]. The Gaussian Kriging model’s spatial correlation decreases rapidly near
the origin and more slowly over longer distances. This approach is well-suited for data
with strong short-range correlation and a gradual decline over longer distances, providing
a smooth transition in the interpolated values [ESRI, 2024b]. Linear Kriging assumes
a steady, linear decrease in spatial correlation without a clear range limit. This method
is appropriate for data where the correlation consistently declines over distance, without
a point where the influence of known points becomes negligible.

Each Kriging method can be chosen for its suitability to different spatial patterns and
data characteristics, ensuring accurate and reliable interpolations. By using the strengths
of various kriging techniques, the research aims to understand the spatial relationships
within the study area thoroughly.
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Figure 5. Schematic representation of the methodology used to generate a bathymetric surface from
ICESat-2 geolocated photons and sounding depths from the marine charts. Bathymetric surfaces
have been generated using various interpolation methods. The reserved checkpoints were not used
in the interpolation methods and used for technical validation as reference points.

After generating the digital bathymetric surface using various interpolation methods,
a technical validation was performed to assess the accuracy of each interpolation method.
Twenty-five checkpoints that were well-distributed in the study area were used to validate
the individual surface; during this process, the RMSE was calculated by comparing the
depth values of each surface to that of the checkpoint. RMSE, provides a quantitative
measure of the differences between the interpolated values and the observed values. This
comparison allows evaluating the performance of each interpolation method. The formula
for the RMSE is given in (1).

∆H = (Depth)bathymetric_surface − (Depth)checkpoint,

RMSE =

√
∑∆H2

n , (1)
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where (Depth)bathymetric_surface is the set of depth values obtained from the interpolated
surface and (Depth)checkpoint are the set of depth values of the reserved checkpoints of
ICESat-2, n = 25 is the number of observations.

Results

Seven surfaces representing the digital bathymetric models were generated for the
study area using IDW, NN, and five methods of Kriging interpolations. Figures 6 and 7
show the 3D perspective view and 2D maps of the digital bathymetric models generated
from the IDW and other interpolation methods, respectively. Table 2 shows the RMSEs
obtained for each surface, referring to the depth values of the checkpoints.

Errors in digital surfaces are usually classified as either sinks or peaks/spikes. A sink
is an area surrounded by higher elevation values and referred to as a depression or pit.
Generally, sinks appearing suddenly on the surfaces are treated as imperfections in the
digital surfaces. Likewise, a peak/spike is an area surrounded by cells of lower value. The
more sinks and peaks/spikes appear in the modelled surfaces implies severe errors. Errors
such as these can be visualized by performing quality assessment through visual analysis.

For our research towards the technical validation of the outputs, in the first stage,
qualitative analysis was done using the visual analysis of the surfaces obtained from all the
interpolation methods; the result from the qualitative analysis shows that all the digital
surfaces are without any sinks and spikes (refer to Figures 6 and 7). Earlier, Amoroso
et al. investigated the influence of point density on the accuracy of bathymetric surface
generation and concluded that more dense and well-distributed points could ensure better
surface generation [Amoroso et al., 2023]; probably, this may be the reason that in our
case, the surfaces generated by various interpolation methods have yielded less visible
errors. However, quantifiers like RMSE can inform the invisible uncertainty in the digital
surface. The resultant RMSEs, as computed based on (1), were as summarised in Table 2 for
quantifying the depth accuracy of individual surfaces. From Table 2, the IDW interpolation
method has yielded significantly lower RMSEs when compared with the other interpolation
methods. The minimum and maximum differences in the depth estimations in the surface
generated by IDW are 0.28 m and 0.96 m, respectively. Next to the IDW interpolation,
NN is a better estimation of depths (refer to Table 2). Notably, the RMSEs obtained from
the surfaces of various forms of Kriging methods have yielded nearly 1 m or greater of
error. Thus, the depth estimation given by the IDW, which has a minimum uncertainty of
∼ 0.68 m, stands to be a better performer.

Table 2. RMSEs obtained for bathymetric surface that were generated from various interpolations
methods

Interpolation method RMSE (m) n = 25 Minimum (∆H) Maximum (∆H)

IDW 0.68 0.28 0.96

NN 0.89 0.45 1.04

OK – Spherical 0.98 0.68 1.33

OK – Circular 1.23 0.82 1.32

OK – Exponential 1.45 0.83 1.34

OK – Gaussian 1.46 0.72 1.65

OK – Linear 1.12 0.69 1.55

Discussion

This study aimed to evaluate the accuracy of three interpolation methods – IDW, NN,
and various parametric methods of Kriging in predicting the bathymetry of the shallow
waters of the Mauritius coastal region. The research ensured a comprehensive distribution
of sample points across the entire study area by utilizing depth points retrieved from the
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Figure 6. 3D perspective generated with a 10 m digital bathymetric model generated using ICESat-2
photons and sounding depths from the navigation charts for the extent of Mauritius. (a) Extent
showing Mauritius mainland and the surrounding coast in a high-resolution satellite imagery. (b)
Perspective view for the extent of Mauritius and its surroundings.

water-penetrated geolocated photon data of ICESat-2 and the accurate sounding points
digitized from the navigation charts.

Earlier, Ferreira et al. conducted a similar experiment at the main damming of the Sao
Bartolomeu stream located at the Federal University of Viçosa in Brazil. In their experiment,
the distribution of the points is linearly spread but interleaved, and the extent of the study
area is nearly rectangular. Their experiment proved that the OK method produced superior
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Figure 7. 2D maps of the digital bathymetric model generated using ICESat-2 photons and sounding
depths from the navigation charts for the extent of Mauritius. (a, b, c, d, e, & f) Bathymetric models
generated from NN, OK (spherical, circular, exponential, Gaussian, and linear), respectively.

output to IDW [Ferreira et al., 2017]. Whereas, the experiment conducted by Henrico et
al. [Henrico, 2021] over the extent of Saldanha Bay, which is nearly irregular in shape and
having well-distributed points, has proven that IDW has given superior quality of surface
prediction in comparison with the OK method.

The shape of the study extent in our research is nearly circular with a well-distributed
depth points. The surfaces generated from various interpolation methods when performed
visual comparisons, revealed clear similarities in how these methods estimate and generated
continues bathymetric surface. However, quantitative assessment resulted in informing
that the IDW method has unleashed a surface with fewer uncertainties. Consequently, IDW
was identified as the most suitable interpolation method for predicting the bathymetry of
the Mauritius coast. Compared to NN and OK methods, IDW produced better accuracy
predictions. The findings illustrate the effectiveness of IDW in bathymetric mapping
and highlight its potential as the preferred method for future studies in similar coastal
environments.

Conclusion

This study aimed to identify the optimal interpolation method for generating a high-
resolution digital bathymetric model for a circular-shaped extent with well-distributed
points. Towards this, the coastal area of Mauritius Island containing shallow waters was
chosen as a study area. Approximately 1.2 million depth points from ICESat-2 photons and
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navigation charts were used as input to the interpolation methods. IDW, NN, and various
Kriging interpolation methods were used to generate bathymetric surfaces. Technical vali-
dation was performed through qualitative and quantitative assessments. Visual analytics
shows similarities in all the output surfaces. In contrast, the quantitative assessment has
shown that the IDW method is the optimal technique to generate a digital surface with less
uncertainty.

The study highlights the importance of selecting appropriate interpolation methods
for bathymetric modeling. It demonstrates the superiority of IDW for generating accurate
and high-quality digital bathymetric surfaces for shallow water coasts. Notably, our
research has identified the optimal interpolation method that can be given preference over
other methods when the extent of the study area is circular and well-distributed points
exist.
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