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Compaction in media with inner boundaries

A. V. Karakin

VNIIGeosystem

Abstract. A general formulation of compaction problems is described and the classification
of these problems in accordance with boundary conditions is presented. A basically new
class of compaction boundary problems in a finite region with moving inner boundaries
is specified. New models of compaction describe porous media in which qualitative
microstructural changes and associated sharp changes in material properties take place. At
these time moments, the permeability of the medium drops to zero (at minimum porosity)
or the skeleton loses its cohesion and breaks down. In the latter case, the porous medium is
transformed into concentrated dispersive mixtures of the suspension, emulsion or sol type.
Phenomena associated with jump-like changes in material properties and resembling phase
transformations in homogeneous media arise at inner boundaries. Several physicochemical
and mathematical aspects of these problems are discussed. Examples of analytical solutions
of some problems are presented. In particular, the related wave processes are analyzed. The
theory of compaction has numerous applications in geophysics and technological problems
of the chemical, petrochemical, food-processing and biochemical industries. This class of
compaction models is advantageous to the study of such processes. As an example, the
paper presents a review of several geophysical applications including problems of mud
volcanism, sedimentation and motion of partially molten mantle rocks.

1. Introduction

General description. Deformation processes in porous sat-
urated media with a viscous skeleton are analyzed. These
processes include the deformation of a two-phase medium
and the motion of a fluid through the viscous skeleton. For
brevity, such mixtures will be referred to as poroviscous me-
dia. The dynamics of poroviscous media is called “viscous
consolidation” (in Russian literature and databases) and
“compaction” (in Western literature). The term compaction
is not always appropriate because in modern databases it is
often associated with a variety of diverse notions. Moreover,
Biot has already introduced the term “consolidation” and
there is no reason to change it. Below, I use both terms
as equivalent ones. In the narrow sense of this word, com-
paction will be meant as the compression of skeleton in the
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process of viscous consolidation. Some results of compaction
studies widely known in the Western literature had previ-
ously been obtained by Russian authors but remained un-
known to Western readers. One of the goals of this work is
to fill this gap.

As distinct from equations of hydrodynamics, elastic-
ity, poroelasticity and dynamics of suspensions, compaction
equations of motion contain the intrinsic length of com-
paction Hc that has the following physical meaning. I intro-
duce the notions of small, large and intermediate regions of
definition whose linear sizes are, respectively, much smaller
than, much larger than and on the order of Hc. In the in-
termediate region, the forces of viscous friction between the
melt and skeleton are of the same order as the forces due
to viscous deformations of the skeleton. If the linear size
of the compaction region are comparable with Hc, the vis-
cous friction forces of the fluid in the Darcy law are of the
same order of magnitude as the forces producing volume and
shear deformations of the skeleton. If the compaction region
size is smaller than the compaction length, the viscous fric-
tion forces of the fluid can be neglected due to the smallness
of the pore pressure gradient term in equations of motion
and the skeleton is deformed in the drained regime (as if no
fluid were present). If the characteristic size of deformations
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of the porous medium is much larger than the compaction
length, the volume strain of the skeleton (associated with
the fluid filtration) is much smaller than the shear strain
of the two-phase medium. The latter is deformed in this
case as a single-phase Newtonian fluid, and the filtration
velocity is much smaller compared to the skeleton velocity.
In other words, given a sufficiently large characteristic size
of the flow, the compaction equation degenerates into ordi-
nary equations of the Stokes hydrodynamics, although the
medium still consists of two phases and the filtration process
is in progress. Thus, characteristics of physical processes
and the type of constitutive equations depend on the scale
of processes.

Basic equations of compaction are essentially nonlinear.
Volume deformations of the skeleton are accompanied by
variations in porosity entering in the continuity and consti-
tutive equations (in the expressions for the permeability and
both viscosities). The geometrical nonlinearity caused by a
nonlinear dependence of equations on the porosity should be
distinguished from the nonlinearity of rheological equations
(the physical nonlinearity). In what follows, linear rheologi-
cal equations are mostly examined.

Another basic distinction of compaction processes consists
in the fact that the static state in a poroviscous medium is
only achievable in the absence of external volume forces.
Given different densities of the skeleton and fluid, a porovis-
cous medium in the gravity field cannot be in a static state.
If the external action stops or, to the contrary, becomes
overly intense, the poroviscous medium inevitably changes
its state after some time interval, separating into fluid and
skeleton phases. For this reason, a change in the state of
medium is not an external induced process but a natural
phenomenon of a deep physical origin inherent in such me-
dia. Therefore, the theory of a poroviscous medium should
necessarily include processes of state changes. Otherwise,
the theory is incomplete and internally inconsistent and is
not free of diverse logical paradoxes. This basic aspect is a
starting-point of this work.

Brief review. For the first time, formal hydrodynamic
equations of a compressible viscous fluid including the shear
and volume viscosities, as well as an independent value that
can be interpreted as the pore pressure, were derived by Lan-
dau and Lifshits [1953] on the basis of general physical princi-
ples. The expression for the volume viscosity of a two-phase
gas-water system was obtained by Taylor [1954]. Gas bub-
bles in this system are surrounded by water. The same equa-
tions can be interpreted as a limiting case of the viscoelastic
equations of Biot. As distinct from the two-velocity model of
Biot, the aforementioned gas-liquid mixture is characterized
by a single velocity. Thus, the general formulation of the
viscous consolidation equations stems from classical works
of the mid-20th century. Main difficulties of this theory are
related to boundary conditions and its specific effects.

In describing the dynamics of a two-phase (melt-skeleton)
two-velocity system, Sleep [1974] wrote out mass and mo-
mentum conservation equations for both phases, but he did
not account for the volume viscosity and did not attempt
to solve these equations. Several authors believed that the
skeleton compression is fully controlled by the flow of the
melt from the matrix and does not depend on the skele-

ton viscosity [Ahern and Turcotte, 1979; Maalc\e and Scheie,
1982; Walker et al., 1978]. Complete equations of com-
paction describing the dynamics of melting ice and including
the volume and shear viscosities of the skeleton, as well as
the fluid flow, were derived for the first time in [Karakin,
1974]. In this work, constitutive equations were derived on
the basis of thermodynamic principles of irreversible pro-
cesses, and the notion of the intrinsic length of compaction
was introduced. The solution of compaction equations de-
scribing the dynamics of partially molten rocks in axial zones
of mid-ocean ridges was used for the first time in [Karakin
and Lobkovskii, 1979a, 1979b, 1982]. Two of these works,
written in Russian, remained unknown to Western readers.

McKenzie [1984] derived once more the general com-
paction equations and was first to derive nonisothermal
equations including phase transitions between the skeleton
and melt. He also examined some applications of this model.
This and subsequent studies were published in central West-
ern journals and were widely acknowledged in the Western
scientific community. Afterward, the compaction equations
were widely applied to the modeling of motion of partially
molten rocks including filtration of the melt [Cox et al.,
1993]. Modeling of nonisothermal compaction incorporat-
ing phase transformations significantly complicates a model,
impeding its analysis [Karakin, 1988; McKenzie, 1984; Schu-
bert et al., 2001]. For this reason, the motion of partially
molten rocks in mantle and volcanoes was mainly studied in
terms of isothermal models.

Numerical methods were applied to the evolution of an
initially inhomogeneous melt distribution in terms of a 1-D
model in an infinite region [Scott, 1988; Scott and Stevenson,
1984]. Larger disturbances were shown to overtake smaller
ones. When colliding, these disturbances behave like soli-
tary waves; i.e. they preserve their form after the collision.
Periodical disturbances associated with a periodical bound-
ary condition at the lower surface below which partial melt-
ing starts were also studied. Scott and Stevenson [1986] ex-
amined a 2-D flow and, in particular, solitary waves of the
cylindrical shape (magmons). Using numerical and analyti-
cal methods, they inspected the stability of a 1-D solution.
(The latter was superimposed by a white noise disturbance).
The 1-D solution was found to be unstable in two dimen-
sions: it was transformed with time into a periodical 2-D
flow that also had a wave-like form. The resulting numeri-
cal 2-D solution was consistent with results of an analytical
study. The second problem formulated in their work related
to the collision of two 2-D disturbances. Similar to the 1-D
case, the larger disturbance overtook the smaller one; after
their collision, the larger disturbance, preserving its shape,
departed from the smaller one. The latter did not preserve
its shape but was transformed into an irregular disordered
perturbation.

Scott [1988] studied in more detail the motion of a 2-D
magmon in an infinite region. As distinct from the previ-
ous study, a boundary condition (a rigid impermeable free-
slip boundary) was specified at infinity, which gave rise to
a curl component of velocity that was absent in the solu-
tion obtained in [Scott and Stevenson, 1986]. The solution
was shown to preserve its waveform during motion. Simi-
lar results were obtained by Spiegelman [1993a, 1993b] and
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Spiegelmann and McKenzie [1987]. The latter authors exam-
ined, in particular, 2-D disturbances under mid-ocean ridges
and island arcs. The movement of a 3-D disturbance in an in-
finite region was studied by Wiggins and Spiegelman [1995].

Richardson [1998] numerically examined the 2-D motion
of a magmon in the presence of preset homogeneous devia-
toric strains in the mantle resulting in vertical compression
and horizontal extension. He showed that, without the pre-
set deformations, the magmon propagates as a wave preserv-
ing its shape. However, with the strain applied in the man-
tle, the magmon is gradually deformed. Its circular shape
stretches upward and becomes similar to a spindle. More-
over, these deformations are asymmetric relative to the hor-
izontal axis. The compression of the magmon in its lower
part is much larger than in its upper part. Thus, viscous
flows in mantle lead to the instability of magmons and make
them elongated in the vertical direction.

The melt concentration effect on the matrix viscosity was
investigated in [Khodakovskii et al., 1995; Trubitsyn et al.,
1998]. An increase in the melt concentration decreases the
matrix viscosity by many orders (from 1018 to 1010 Pa s in
the asthenosphere and to a lesser extent in magma cham-
bers). This dramatic drop in the viscosity takes place at a
porosity of about 5%. This effect enhances the instability of
uniform melt flow, giving rise to a new type of waves that
arise even in the absence of a density inversion in a partially
melted medium.

Wave solutions in an infinite region were analyzed in [Bar-
cilon and Lovera, 1989; Barcilon and Richter, 1986]. The
method of dynamic systems was applied by Gordin and
Karakin [1990] to the study of wave solutions of 1-D com-
paction equations.

Problems with inner boundaries. The novel aspect of this
work is related to the examination of changes in the state
of a poroviscous medium at inner boundaries. This class of
boundary problems of compaction was specified in [Karakin,
1986, 1990, 1999; Karakin and Lobkovskii, 1979a, 1979b].
The state changes in question are largely similar to phase
transformations in a homogeneous medium. Therefore, a mi-
crostructural change in a poroviscous medium is referred to
below as a structural-phase transformation as distinct from
actual phase transformations in homogeneous media.

Two types of inner boundaries are recognizable. Given
a certain minimum value of porosity, pores at boundaries
of type A become isolated and the fluid flow stops (or con-
trariwise, isolated pores become open). Boundary problems
with A-type boundaries were numerically solved in [Karakin
and Levitan, 1993; Karakin et al., 2001]. As distinct from
my previous works, nonisothermal conditions of closure and
opening of pores are examined in the present paper.

The skeleton is broken down at boundaries of type B,
giving rise to the formation of a concentrated suspension
or cluster structures. This type of boundaries was studied
in [Karakin, 1999], where boundary conditions depending
on physical processes at such boundaries were formulated.
Unlike the paper cited, this work admits an unstable state
of a two-phase mixture transitional between the states of
suspension and compaction. This transitional state allows
the presence of cluster structures of various scales that can
break down and arise under the action of various factors.

Moreover, somewhat different boundary conditions are for-
mulated.

The incorporation of processes involving inner boundaries
substantially widens the class of viscous consolidation mod-
els. Addendum A presents the classification of their types
and gives various forms of initial equations adapted to spe-
cific boundary problems.

Applications. Partially molten mantle rocks have been
studied in most detail both theoretically and experimentally.
A fundamental problem of the Earth’s evolution is the dif-
ferentiation of the primordial protoplanetary material into
lighter and heavier fractions. Viscous consolidation (and re-
lated processes) is one of the main mechanisms of this differ-
entiation. This process is most effective at mid-ocean ridges.
The motion of a two-phase mixture in magmatic and mud
volcanoes can also be described in terms of the dynamics of
a poroviscous medium.

Compaction can also take place in liquefied grounds, silts,
running sands and in numerous technological processes in-
volving liquid and paste-like mixtures and colloid solutions,
whenever both low- and high-viscosity phases are present.
Such mixtures are used in the chemical, petrochemical, bio-
chemical and food-processing industries involving their mix-
ing and processing. Similar processes can arise during the
movement of liquid multiphase mixtures through pipelines.
All these technologies involve phenomena that are described
in terms of the viscous consolidation.

Gigantic tailings ponds form during the development of
bituminous sands with the help of solutions containing sur-
factants. These ponds contain colloid solutions of hydro-
carbons that are difficult to be recultivated. Sedimenta-
tion and consolidation of colloidal structures in the ponds
last for decades. Ecological problems restrict the poten-
tial of bitumen extraction with the help of such technolo-
gies [MacKinnon, 1989]. Colloidal structures form a coher-
ent skeleton through which water flows. The skeleton has a
very low viscosity and a density differing only insignificantly
from the water density. Consequently, compaction of a poro-
viscous colloidal mixture can last for a very long time. To
recultivate such ponds, one should know mechanical proper-
ties of this mixture. In this respect, compaction mechanics
and the results obtained in this work can prove helpful.

A general formulation of compaction equations is given
for both isothermal and nonisothermal processes. However,
most results are obtained in the isothermal case. The exam-
ples presented in this work mostly illustrate analytical so-
lutions of the new class of problems including mobile inner
boundaries. A review of geophysical applications is given in
Conclusion. Techniques related to transformations of initial
equations and cumbersome analytical examination of solu-
tions are presented in the addenda.

2. Formulation of Main Equations of
Compaction

General derivation of equations. The first group of com-
paction equations includes balance relations for momentum,
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mass and energy that hold true in any heterogeneous two-
phase medium:

Ωc :
∂σij

∂xj
+ ρgi = 0 , (2.1a)

∂

∂t
ρff + div

(
ρff ~wf

)
= q , (2.1b)

∂

∂t

[(
1− f

)
ρs

]
+div

[(
1− f

)
ρs ~w s

]
= −q , (2.1c)

σij =
(
1− f

)
σs

ij − fpfδij , (2.1d)

ρc
[
∂T

∂t
+

(
~w s∇

)
T

]
+ ρfcf

(
~w s∇

)
T =

= λ∇2T − gl + Φ .

(2.1e)

The following notation is adopted here: σij and σs
ij , ten-

sors of stresses in a two-phase medium and stresses aver-
aged over the skeleton phase; pf , pore pressure; ~w s and
~wf , velocities of skeleton and fluid; ~g = (0,0,-g), gravity;
ρ = (1 − f)ρs + fρf , where ρs and ρf are the densities of
both phases assumed constant; T , temperature; λ, heat con-
ductivity coefficient; l, latent heat of melting; Φ, density of
volume heat sources; q, density of mass sources of the fluid;
t, time; and c, specific heat of two-phase mixture determined
from the expression ρc = ρfcf + ρscs, where cf and cs are
specific heats of the phases. The vertical x3 axis of the Carte-
sian coordinate system (x1, x2, x3) is directed upward. The
indexes s and f refer to the skeleton and fluid, respectively.
These equations are valid in a compaction region Ω bounded
by a surface Γ. The region of definition can be either finite
or infinite. In particular, it can occupy the entire 3-D space.

The second group comprises specific relations (constitu-
tive equations) associated with properties and microscopic
structure of the medium, as well as with physical processes
in the medium proper and at its boundaries. A heteroge-
neous two-phase medium is a porous medium if it includes
a skeleton through which a fluid flows. Mathematically, this
implies that the stress tensor consists of the pore pressure
and the effective stress tensor σef

ij depending on grad~ws :

σij = σef
ij − pfδij . (2.2)

This relation was proposed by Terzaghi and is sometimes
named the Terzaghi relation. The constitutive equation of
the skeleton is

σef
ij = η

(
∂ws

i

∂xj
+

∂ws
j

∂xi
− 2

3

∂ws
k

∂xk
δij

)
+ ζ

∂ws
k

∂xk
δij , (2.3)

where ζ and η are the coefficients of volume and shear vis-
cosity. The Darcy law holds true in the fluid phase,

∂pf

∂xi
= −ηf

k
si + ρfgi . (2.4)

Here, ~s = f
(
~wf − ~w s

)
is the fluid flow velocity, ηf is the

fluid viscosity and k is the permeability. For the sake of

convenience, I introduce the coefficient of hydraulic resis-

tance δ ≡ ηf

k
. In the general case, ζ, η and δ are functions

of porosity and tensor invariants of stress and strain rate.
Given a linear rheology of the phases, these values depend
on the porosity alone.

Initial equations (2.1), (2.4) can be transformed to equa-
tions of motion expressed through the velocities of the skele-
ton and fluid flow:

grad
[(

ζ +
1

3
η
)

div~w s
]

+ η∇2 ~w s =

= −δ~s−∆ρ
(
1− f

)
~g ,

(2.5)

where ∆ρ ≡ ρs − ρf is the density difference between the
skeleton and fluid.

The right-hand side of (2.5) includes the buoyancy force
represented by an inhomogeneous term of the equation of
motion. It is this term that precludes a static state of a
poroviscous medium in the gravity field.

A typical scheme of transition to a dimensionless form
of these equations is presented in Addendum B for various
types of boundary problems. The choice of characteristic
parameters and scales depends on specific properties of con-
crete problems. This procedure involves a certain combi-
nation that has the dimension of length. It is called the
compaction length Hc and is defined by the expression

Hc ≡

√
ζ∗

δ∗
=

√
ζ∗k∗

ηf
∗ .

Henceforward, the asterisk means the scale of the respective
value. As shown in Introduction, the ratio of the region size
to the compaction length controls the compaction regime
and the type of basic equations.

If true phase transformations are absent in the porovis-
cous medium (q = 0), the continuity equations can also be
written in a more convenient form:

∂f

∂t
+ div (~s + f ~w s) = 0 , (2.6a)

div~s + div~w s = 0 . (2.6b)

If phase transformations are present, additional condi-
tions are required in order to determine the source function
q. This case was analyzed in [Karakin, 1988; McKenzie,
1984; Ribe, 1985].

The key point of this work is the statement that there
exist two critical values of porosity fmin and fmax that are
achieved on inner boundaries Γint. Structural-phase trans-
formations of the medium (i.e. qualitative changes in its
microscopic structure) mentioned in Introduction occur ex-
actly at these inner boundaries. The latter can be of two
types: Γmin (type A) and Γmax (type B). Pores close at
a Γmin boundary (f = fmin). Given a maximum porosity
(f = fmax), the skeleton breaks down at a Γmax bound-
ary. The entire two-phase region including inner boundaries
of the above types divides into two regions, Ω = ΩcUΩv:
the region of the compaction proper Ωc and the contiguous
region Ωv. The latter includes a suspension, a poroviscous
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medium with isolated pores and a medium having a different
microstructure.

A specific type of boundary problems of compaction de-
pends on the part of the interval (fmin, fmax) within which
the porosity varies during motion and on the boundary of
the poroviscous medium. Problems of types A and B arise
if the compaction region is adjacent to boundaries Γmin or
Γmax, respectively. Regions adjacent to these boundaries are
denoted as Ωc(A) and Ωc(B). Constitutive relations in prob-
lems of type A are usually given by inverse power functions
of porosity and in most cases one may assume that the shear
viscosity does not depend on porosity:

Ωc(A) : ζ +
4

3
η =

Al

f l
, δ =

Bk

fk
, η = Const , (2.7)

where Al and Bk are material constants.

Analysis of skeleton breakdown processes in poroviscous
media. Note that the breakdown and recovery of the skeleton
proceeds differently depending on the physical conditions at
the inner boundary. In particular, the poroviscous medium
can be transformed into a concentrated suspension. From
the physical standpoint, the skeleton breakdown means that
the tensor σef

ij vanishes. At this moment fmax value is on
the order of 20–30%. Formally, a suspension can also be
considered as a poroviscous medium in which the effective
stress tensor is zero. The relative volume concentration of
the fluid in suspension f is called porousness and is denoted
by the same symbol as the porosity.

Note that the breakdown and recovery of the skeleton
occur under basically different conditions, which naturally
leads to different boundary conditions. The skeleton break-
down at the trailing front requires a certain energy to be ex-
pended in forming new surfaces. For this reason, the failure
of the skeleton on surfaces is preferable to its failure through-
out the volume. Consequently, the skeleton breakdown in a
poroviscous medium can be accompanied by the formation
of clusters, i.e. blocks of the poroviscous medium of vari-
ous sizes. These blocks can be connected and disconnected
in a random manner. If clusters are present, the porovis-
cous medium and suspension are separated by transitional
cluster zones rather than an inner boundary Γmax. These
zones consist of material that possesses specific properties
and does not meet conditions of a heterogeneous medium
including compaction or suspension equations. It possesses
a memory and, possibly, thixotropic properties. Clusters
are comparable in size with the definition region. Therefore,
the constitutive equations cannot be local in space and time
and must explicitly depend on time. In other words, the
medium should be described by certain kinetic integrodiffer-
ential equations of stochastic processes.

The situation is basically different in the case of con-
solidation of suspension and formation of coherent skele-
ton. Too close convergence of suspension particles is hin-
dered by repulsive hydrodynamic forces described in terms of
the lubricating layer approximation of hydrodynamic equa-
tions. They arise whenever the longitudinal size of spac-
ings between particles is much greater than their lateral size
[Karakin and Shklover, 1990]. If molecular forces of con-
verging particles are sufficiently small, the process of their

convergence is uniform. The skeleton formation starts when
all particles come into contact with each other through a
thin lubricating layer. The contact area is initially small
compared to the overall surface of particles. Therefore, the
motion of the fluid in the poroviscous medium initially dif-
fers little from its motion in the suspension (at similar values
of phase concentrations). However, the interaction of con-
tacting particles qualitatively changes. This means that, at
the moment when the skeleton arises, its volume viscosity
changes in a jump-like manner from zero to a finite value,
but the permeability at this moment is very large (i.e. the
hydraulic resistance is close to zero). This regime at the in-
ner boundary coinciding with the leading front is described
by the condition imposed on material functions,

Γmax : ζ +
4

3
η 6= 0, η 6= 0, δ = 0, at f = fmax . (2.8)

On the other hand, if molecular forces are sufficiently large
and exceed the repulsive hydrodynamic forces, the formation
of the skeleton can be accompanied by the formation of the
same cluster structures as those arising during its break-
down.

It is also possible that clusters cannot form at any surface
due to the action of such physical factors as large stresses
and strains, vibratory and acoustic effects, and other physi-
cal and physicochemical effects. In particular, surface forces
at an inner boundary can produce in its vicinity large (for-
mally, infinite) strains. An inner boundary Γmax arises in
the absence of cluster structures in the transitional layer
between the poroviscous medium and suspension. In some
cases, if external forces act near the inner boundary, viscous
forces can be neglected near this boundary. Then, condition
(2.8) changes to

Γmax : ζ +
4

3
η = 0, η = 0, δ = 0, at f = fmax . (2.9)

Relations (2.8) and (2.9) hold only at the inner boundary
Γmax between the poroviscous medium and suspension. If
a transitional region including cluster structures exists be-
tween these states, other conditions should be satisfied at
this boundary, but such a situation is not discussed in this
work.

It is reasonable to assume that the region Ωc(B) accounts
for a small porosity interval ∆f of the entire porosity range
(fmin, fmax). The skeleton in this interval weakens prior to
its breakdown at the upper boundary Γmax. The width of
the region Ωc(B) is characterized in this interval by a small
parameter ε1,

ε1 ≡
∆f

fmax
� 1 . (2.10)

However, this does not mean that the region Ωc(B) is small.
Likewise, the viscous forces controlled by the buoyancy force
are not small. The parameter ε1 is a material constant and
is assumed to be known.

The porosity at the boundary Γmax cannot be consid-
ered small. However, relations in the Ωc(B) vicinity of this
boundary can be simplified in a different way. If an inner
boundary Γmax of this type exists, all material functions are
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assumed to be analytical up to this boundary and to have
one-sided derivatives on it. This means that the expression
for viscous forces including first derivatives of the effective
stress tensor is physically meaningful up to the very bound-
ary. I expand the material functions in the neighborhood of
this critical point in Ωc(B) and use conditions (2.8) or (2.9).
Rejecting higher-order terms of the expansion, I obtain

Ωc(B) : ζ +
4

3
η =

ζ∗

fmax

(
fmax − f

)l
,

η =
η∗

fmax

(
fmax − f

)l
,

δ =
δ∗

fmax

(
fmax − f

)k
.

(2.11)

Below I address two situations. In the first case, the vol-
ume viscosity remains finite at l = 0 and k = 1 (condition
(2.8)):

Ωc(B) : ζ +
4

3
η = Const , η = Const ,

δ =
δ∗

fmax

(
fmax − f

)
.

(2.12)

In the second case l = 1 and k = 1 (condition (2.9)) and
all material functions vanish at the boundary:

Ωc(B) : ζ +
4

3
η =

ζ∗

fmax

(
fmax − f

)
,

η =
η∗

fmax

(
fmax − f

)
,

δ =
δ∗

fmax

(
fmax − f

)
.

(2.13)

Dependences (2.12) and (2.13) of material functions are
simplest in the region Ωc(B) and qualitatively characterizes
its specific properties. Other expressions describing these
functions are also conceivable.

3. Inner Boundaries

General boundary conditions. First I consider boundary
conditions at inner boundaries Γint of any type. Similar to
the main equations, boundary conditions at inner boundaries
are subdivided into those of general and specific types. Gen-
eral conditions at all inner boundaries are based on conser-
vation laws for mass, energy, momentum and other conserva-
tive quantities and reduce to continuity conditions for their
values. The tangential velocity must usually be continuous
at inner boundaries with structural-phase transformations.
If a boundary moves relative to the medium, the conserva-
tion law of the mass of phases implies that the porosity is
discontinuous at this boundary. Then, one may assume that
a normal surface force σi (of molecular, electrostatic or other
origin) is applied to the inner boundary. The stress vector
at the boundary is then also discontinuous:

Γint :
[
ws

m

]∣∣∣+
−

= 0 , (3.1a)

[
fρf

]∣∣∣+
−

u =
[
ρfsn

]∣∣∣+
−

, (3.1b)

[
(1− f)ρs

]∣∣∣+
−

u =
[
(1− f)ρsws

n

]∣∣∣+
−

, (3.1c)

[
σijnj

]∣∣∣+
−

= σi , (3.1d)

where [ϕ̃]|+− ≡ ϕ̃+ − ϕ̃−, with ϕ̃± being boundary values
of the quantity ϕ̃ at the inner boundary inside and outside
the compaction region; sn ≡ sini and ws

m = ws
i m

(α)
i , with

(~n and ~m(α)) being the normal and tangential unit vectors;
the index α (α = 1, 2) indicates two mutually perpendicular
directions on the boundary surface; σijnj is the stress vector;
and u is the boundary movement velocity relative to the
skeleton of the porous medium (directed along the normal
to the boundary).

Conditions (3.1) are quite general and can be simplified in
specific cases. If no phase transitions (changing the matrix
density) are present in the matrix, the velocity of the inner
boundary is evidently given by the expression

Γint :
[
ρs

]∣∣∣+
−

= 0 , u = −ws
n . (3.2)

If the porosity is continuous and no concentrated forces
are present, these conditions are simplified,

Γint :
[
sn

]∣∣∣+
−

= 0 , (3.3a)

[
ws

n

]∣∣∣+
−

= 0 , (3.3b)

[
σijnj

]∣∣∣+
−

= 0 or
[
σef

ij ninj

]∣∣∣+
−

=
[
pf

]∣∣∣+
−

. (3.3c)

I introduce a curvilinear orthogonal system of coordinates
(y1, y2, y3) such that the coordinate surface y3 = Const co-
incides with the inner boundary considered. The continuity
conditions for the tangential stresses and velocities at this
boundary yield the relations

Γint :
[
η

∂ws
1

∂y3

]∣∣∣+
−

= 0 ,
[
η

∂ws
2

∂y3

]∣∣∣+
−

= 0 .

The initial condition for the porosity in all nonstationary
problems is

f = F
(
~x
)

at t = 0 . (3.4)

Specific boundary conditions. The classification of types of
boundary conditions and related boundary problems is given
in Addendum A. Problems of types I and II are defined in an
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infinite region or in a finite region with exterior boundaries.
They are known in the scientific literature and have been
comprehensively studied in both 2-D and 3-D variants.

Problems of type I can arise in a poroviscous region
whose characteristic size considerably exceeds the com-
paction length. An important particular case of this type is
the situation when a homogeneous stationary porous fluid
flow is specified at infinity and no external force other than
gravity is applied. This simplest class of trivial solutions
of compaction problems is characterized by a homogeneous
time-independent solution. The deviation of dynamic quan-
tities (stress, strain, flow velocity etc.) from the trivial state
tends toward zero at infinity:

~s = s0
~k, Bks0 = fk

0 ∆ρ
(
1− f0

)
g, pa ≡ 0, ~w s ≡ 0 .

Here, ~k is the unit vector directed upward along the vertical
axis. If the buoyancy force is absent, the trivial solution is
static (s0 ≡ 0). This boundary problem involves asymptotic
attenuation of disturbances, with its solution tending to a
concrete trivial solution,

pa → 0, ~w s → 0, f → f0 . (3.5)

The compaction region Ωc in problems of type III is
bounded (at least in part) by inner structural-phase bound-
aries. These problems are less studied and represent the
actual object of study in the present work.

In problems of type A, pores close at an inner boundary
Γmin at a minimum value of porosity. The closure of pores
means that this boundary is impermeable. Therefore, (3.3a)
yields

Γmin : f = fmin, sn = 0 . (3.6)

The closure and opening of pores are controlled by the
following factors: phase concentrations, temperature at the
phase boundary and the stress difference at this inner bound-
ary. Phase transformations, porosity jump and surface forces
are assumed to be absent at this boundary (conditions (3.2)
and (3.3)). However, boundary jumps in the pore pressure
and effective stress tensor are admissible here. These jumps
give rise to infinite interphase forces mutually compensat-
ing each other. Any of these forces can deliver work in the
related phase during the pore opening process.

A microstructural change corresponding to boundary con-
dition (3.6) can occur with no or very slow movements of the
medium. In this case, the main factor controlling structural-
phase transformations in a heterogeneous mixture is the
phase concentration. For example, partial melting of rocks
can lead to the opening and closure of pores due to a change
in temperature without any additional effects. In this case,
the position and velocity of an inner boundary are governed
solely by relations (3.6). Differentiation of the first equation
in (3.6) with respect to time yields

Γmin :
∂f

∂t
+ (~w sgradf) = 0 .

In accordance with the second relation in (3.2), one ob-

tains

Γmin :
∂f

∂t
− uf,n = 0 where f,n≡ (~ngradf) .

The substitution of the time derivative from (2.6a) gives

Γmin : u = −div~s + div (f ~w s)

f,n
. (3.7)

Relation (3.7), determining the velocity of the inner
boundary, is neither boundary nor additional condition
because it is a consequence of the existing equations and
boundary conditions. However, a fairly strong disturbance
of the poroviscous medium can qualitatively change the be-
havior of this process. A pore pressure jump at the inner
boundary Γmin can lead to the failure of partitions in closed
pores, with the pressure jump delivering certain work that
makes this boundary move.

In this case, boundaries of two types, namely, leading and
trailing fronts, can arise. An additional condition determin-
ing the energy expended in changing the microstructure is
set at the leading front Γ

(+)
min [Karakin, 1999]. If the leading

front Γ
(+)
min opens pores due to the fracture of partitions in the

pore space, this work is done by the pressure jump. If the
amount of energy is insufficient to open pores, the boundary
does not move.

The partitions are generally fractured not instantaneously
but over a certain time interval during which dislocations
and microfractures accumulate. This process is described by
a kinetic relation with a characteristic time. If the kinetic
processes are comparable in time with the inner boundary
movement, the velocity of the latter depends on the excess
of the pore pressure over its critical value. This situation is
described by the boundary condition

Γ
(+)
min : f = fmin, (pa − p0) θ (pa − p0) = au ,

a > 0, p0 > 0, pa ≡ pf − pG ,
(3.8)

where pa is the so-called piezometric (or hydrodynamic)
component of the pressure, i.e. the deviation of the pore
pressure from the hydrostatic pressure pG in the porovis-
cous medium; p0 is the critical value of the pore pressure;
and a is a material constant determining the kinetics of the
pore fracture process.

The critical pore pressure p0 is a function of the minimum
porosity at the leading front fmin :

fmin = ξ (p0) . (3.9)

The function ξ(p0) is found from experimental data. Its form
is determined by physical processes proceeding on a micro-
scopic level at the time moment of opening of pores. This
is a decreasing function because the action of pore pressure
lowers the opening threshold of pores, i.e. the fmin value.

If pa < p0, the boundary does not move until the porosity
reaches the value ξ(0). From then on the movement of this
boundary is governed by boundary condition (3.6) and its
velocity is given by expression (3.7).

If opening of pores is associated with skeleton expansion
(without loss of its coherence), the work at the leading front
is done due to a jump in the effective stress tensor. In this
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case as well, the fracture does not occur instantaneously but
is a result of accumulation of fatigue microcracks. The fluid
enters the latter and reduces the ultimate strength due to
the Rehbinder effect. With higher stresses exceeding a cer-
tain threshold, the decrease in strength becomes more in-
tense and this boundary moves faster. This phenomenon is
also characterized by a specific time of kinetic processes. If
these processes are comparable in time with the boundary
movement, one obtains a condition at the inner boundary
analogous to condition (3.8):

Γ
(+)
min : f = fmin,

(
σef − σ0

)
θ
(
σef − σ0

)
= au ,

a > 0, σ0 > 0 .
(3.10)

Here σef is the first invariant of the effective stress tensor.
The critical parameter σ0 plays the same role as p0 and
satisfies a relation similar to (3.9).

Closure of pores at the trailing front Γ
(−)
min results in the

energy release and dissipation in space. Condition (3.6) is
satisfied at this boundary at fmin = ξ(0). The velocity of the
front is given by expression (3.7). No additional condition is
required.

If the time of kinetic processes is much smaller than the
time of inner boundary movement, the velocity of the bound-
ary is independent of the stresses or pore pressure at this
boundary. Moreover, the pore pressure and first invariant of
the stress tensor in boundary conditions of types (3.8) and
(3.10) exactly coincide with their critical values. Accord-
ingly, this yields the boundary conditions

Γ
(+)
min : f = fmin pa = p0, p0 > 0 . (3.11)

Γ
(+)
min : f = fmin, σef = σ0, σ0 > 0 . (3.12)

In this case, the velocity of the inner boundary movement
is found from condition (3.7).

In constructing the algorithm for choosing the type of
boundary condition at an inner boundary, the following
scheme can be applied. The value of pa (or σef ) at this
boundary is first determined. If it exceeds the critical value
p0 (or σ0), the leading front conditions are chosen. If it is
smaller than the critical value, the boundary value of poros-
ity f is found. If the porosity is fmin = ξ(0), the trailing
front condition (3.7) is chosen. If f > fmin = ξ(0), the
boundary does not move. Finally, if f < fmin = ξ(0), pores
are still interconnecting and the pore closure condition must
be specified at the trailing front. The simplest assumption
is that the minimum porosity at the trailing front is inde-
pendent of the pore pressure and other conditions. One may
then set fmin = ξ(0) at this front. In the general case, more
general conditions depending on the physical formulation of
the problem are chosen at the trailing front.

In problems of type B, breakdown or formation of the
skeleton takes place at inner boundaries at the maximum
porosity value fmax, and the pore pressure is independent,

Γmax :
[
pf

]∣∣∣+
−

= 0 . (3.13)

Clusters and an intermediate cluster layer, rather than in-
ner boundaries, can arise between two states (suspension and
poroviscous medium). However, clusters can break down in
the presence of sufficiently large concentrated surface forces
and the poroviscous medium can then come into contact
with the suspension. I analyze this situation in more detail.
Relation (3.1d) yields

Γmax :
[
σef

ij nj

]∣∣∣+
−

= σi .

The effective stress tensor vanishes in the suspension.
Therefore, the following relation holds in the poroviscous
medium:

Γmax : σef
ij nj = σi . (3.14)

According to the above, if surface forces are absent, the
inner boundary Γmax exists during the suspension consoli-
dation and skeleton formation, i.e. at the leading front. At
this boundary

Γmax : f = fmax, σef
ij ninj = 0 . (3.15)

The effective stress tensor is finite at the inner bound-
ary in the presence of surface forces. If the volume viscosity
of the skeleton near this boundary tends toward zero (see
(2.13)), the strain tensor at this boundary tends toward in-
finity: div~w s → ∞, and div~s → ∞. It is in this case that
conditions favorable for breaking down the skeleton and clus-
ters by the surface forces arise. They break up clusters and
create a dense packing of the skeleton at the leading front,
and they destroy the skeleton at the trailing front. In any
case the surface forces do additional work, similar to the
case with opening of pores. This work controls the velocity
of the boundary Γmax. Therefore, the breakdown processes
are subjected to additional conditions at this boundary:

Γmax : f = fmax, σef = bu . (3.16)

The sign of the kinetic coefficient b in (3.16) depends on
the direction of the surface force and on its effect (i.e. on
whether it is breakdown or formation of the skeleton). The
breakdown processes governed by condition (3.16) can be
accompanied by the formation of a transitional cluster zone.
Further specification of this condition requires an additional
study beyond the scope of this paper.

At first glance, conditions (3.16) and (3.7) contradict each
other because the velocity cannot be arbitrarily given but is
controlled by values that are already determined. Actually,
no contradiction is present here. If the numerator and de-
nominator in (3.7) tend toward infinity, the velocity of both
fronts is an indeterminate value to be found from an addi-
tional relation, namely, condition (3.16).

Conditions at lateral boundaries. In addition to mobile
boundaries at which adequate boundary conditions are set,
there can exist boundaries representing natural restraints
(e.g. walls). They are referred to as lateral boundaries and
belong to the second category (see Addendum A). An ex-
ample of a lateral boundary is a rigid impermeable slip-free
wall (condition (A.2)):



karakin: compaction in media with inner boundaries 309

Γex : sn = 0 , (3.17a)

ws
n = 0 . (3.17b)

Boundary conditions in problems of the third category
include a piezometric component of pressure. For this rea-
son, the problem formulation in the presence of the grav-
ity at inner boundaries of the region Ωc requires a prelim-
inary calculation of the pore pressure with due regard for
its piezometric and hydrostatic components. Otherwise, hy-
drodynamic processes must be analyzed jointly in both the
inner (Ωc) and outer (Ωv) regions. In some cases this can
be avoided by subtracting the hydrostatic component in the
viscous consolidation equations. Note that there are var-
ious types of the hydrostatic equilibrium state; these are
the states of fluid and skeleton phases and the state of in-
complete hydrostatic equilibrium of a suspension in which
the skeleton phase is surrounded by a fluid. On the other
hand, the hydrostatic equilibrium state cannot take place in
the viscous consolidation regime in the presence of gravity.
Therefore, the aforementioned subtraction of the hydrostatic
component can be effected by various means described in
Addendum A. According to the terminology adopted here,
reduced canonical forms are compaction equations subjected
to the subtraction procedure and preserving the form of hy-
drodynamic equations.

4. 1-D Case (the Simplest Solutions)

Low porosity approximation. I present examples of ana-
lytical solutions in 1-D cases simplifying equations (2.5) and
(2.6):

∂

∂x

[(
ζ +

4

3
η
)

∂s

∂x

]
= δs−

(
1− f

)
∆ρg , (4.1)

∂f

∂t
+

∂

∂x

(
s + fws

)
= 0 ,

∂

∂x

(
s + ws

)
= 0 . (4.2)

The spatial coordinate of 1-D models is denoted as x.
Similar simplifications are used for designating other quan-
tities (their indexes are omitted). The procedure of the
transformation to a dimensionless 1-D case is described in
more detail in Addendum B. For brevity, dimensionless val-
ues in this addendum retain the notation used for dimen-
sional quantities. These equations have the following form
for problems I, II and IIIA in the low porosity approxima-
tion:

∂

∂x

(
f−1 ∂s

∂x

)
= κ2f−ks− 1 , (4.3)

∂f

∂t
+

∂s

∂x
= 0 . (4.4)

Here h0 is the dimensionlees length of compaction and
κ = h−1

0 is a parameter characterizing the size of the defini-

tion region. Small, large and normal regions are defined by
the respective conditions κ� 1, κ� 1 and κ ≈ 1.

The 1-D asymptotic conditions (3.5) can or cannot coin-
cide in the positive and negative directions of the x axis (see
(B.19)):

pa → 0, s→ 0, s→ s0, f → f0 at
∣∣x

∣∣→∞ , (4.5a)

pa → 0, s→ 0, s→ s±, f → f± at x→ ±∞ , (4.5b)

κ2s0 = fk
0 , κ2s± = fk

± . (4.5c)

Boundary conditions (3.7) and (3.9) in 1-D problem IIIA
reduce to (B.21) and (B.22):

Γ
(−)
min : f = ξ(0), s = 0 at x = x−(t) and x = x+(t) , (4.6a)

Γ
(+)
min : f = ξ(p0) ,

dx+

dt
= −1

a

(
f−1 ∂s

∂x
+ p0

)
θ
(
−f−1 ∂s

∂x
− p0

)
.

(4.6b)

The dimensionless expressions for initial condition (3.4)
(common to all types of problems) and the total mass of
disturbance µ are

f(x, 0) = ϕ(x) + fmin , µ =

∫
ϕ(x)dx . (4.7)

I derive the simplest nonstationary solutions to problems
II and IIIA. In a small region (κ � 1) equation (4.3) is
simplified,

∂

∂x

(
f−1 ∂s

∂x

)
= −1 . (4.8)

This equation has the first integral

f−l ∂s

∂x
= −x + C′

1(t), C′
1 ≡

dC1

dt
, C1(0) = 0 , (4.9)

where C1(t) is an arbitrary function. Eliminating s with
the use of (4.4) and integrating this equation, I obtain the
second integral of the initial equations

f1−l

l − 1
= −xt + C1(t) + C2(x) at l 6= 1 ,

where C2(x) is the second function of integration. Condition
(4.7) defines one of these functions:

f1−l

l − 1
= −xt + C1(t) +

[
ϕ(x) + fmin

]1−l

l − 1
. (4.10)

Expression (4.9) in the initial form also reduces to a
quadrature that can be easily calculated in some particu-
lar cases. Let l = 0 and let the initial function be constant,

ϕ(x) + fmin = 1 .

Then, the porosity and fluid flow velocity are readily found
as
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Figure 1. 1-D motion of a poroviscous medium in a vessel
with free-slip walls and a permeable bottom. The bottom
is made of a rigid net that let the fluid though but is im-
permeable for the matrix material. Arrows show movement
directions of the phases. Modeled is a laboratory experi-
ment in which the porosity at the lower boundary is higher
than the critical minimum value fmin but lower than fmax.

f = xt− C1(t) + 1 , s = −x2

2
+ C′

2(t) + C3(t) . (4.11)

This is a general solution depending on two unknown func-
tions that can be determined from respective boundary con-
ditions.

Now I address the compaction problem of a poroviscous
medium in a vessel with slip-free walls and permeable bot-
tom (Figure 1). The bottom is an external boundary Γ at
x = 0. Therefore, this is a problem of category II. The ves-
sel bottom is assumed to be made of mesh that lets pass a
fluid but is impermeable to a skeleton substance. Hence, the
piezometric component of the pore pressure pa vanishes at
the outer boundary. The fluid flowing through this bound-
ary is measured, which makes the fluid flow velocity a known
function. This yields the boundary conditions

Γ : pa = 0 , s = s0(t) , (4.12)

where s0(t) is a given function. Equation (B.18c) and the
first relation in (4.12) yield

Γ :
∂s

∂x
= 0 . (4.13)

Substituting expression (4.11) into these boundary condi-
tions, I obtain the solution

f = xt + 1 , s = −x2

2
+ s0(t) .

Now I consider the motion in the problem IIIA with inner
boundaries in a small region (κ� 1). As before, I set l = 0.
In this case, a formal solution to equations (4.8) and (4.4)
with boundary conditions (4.6) reduces to the integrodiffer-
ential equations

s(x) =
1

2

(
x+ − x

)(
x− x−

)
,

f = xt− 1

2

t∫
0

(
x+ + x−

)
dt′ + ϕ(x) ,

(4.14a)

u+ ≡ dx+

dt
+

1

a

(
h

2
− p0

)
θ
(

h

2
− p0

)
,

h = x+ − x− .

(4.14b)

In order to obtain this solution in an explicit form, I differ-
entiate in t the expression f

(
x−(t), t

)
= fmin :

dϕ
(
x−

)
ds

dx−
dt

− h

2
+ t

dx−
dt

= 0 .

This readily provides the expression for the trailing front
velocity u−

u− ≡ dx−
dt

=

h

2
− t

dx−
dt

dϕ
(
x−

)
ds

. (4.15)

Note that a similar expression for the leading front veloc-
ity u+ cannot be obtained because the boundary is displaced
into the region in which the solution has not been found as
yet. Therefore, the value u+ is found from condition (4.14b).

Condition (4.14b) implies that two alternative situations
are possible: the right-hand boundary either moves or not.
At h > 2p0 its velocity is

dx+

dt
=

1

a

(
1

2
h− p0

)
. (4.16)

Let the initial function ϕ(x) be given as the parabola

ϕ(x) =
1

2

(
x+(0)− x

)(
x− x−(0)

)
, h(0) > 2p0 .

Substituting this expression into (4.15) yields the ordinary
differential equation of the first order describing the motion
of boundary points[

1

2

(
x+(0) + x−(0)

)
−x−(t) + t

]
dx−(t)

dt
− h

2
= 0 . (4.17)

The system of two equations (4.14b) and (4.17) in two
unknowns defines the movements of the leading and trailing
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fronts of a disturbance. A direct substitution shows that
these equations have at least one solution,

x−(t) = x−(0) + t , x+(t) = x+(0) + t ,

describing a solitary stationary wave of a unit velocity.
The leading front stops at h < 2p0. For definiteness, I

assume x+(0) = 1 and x−(0) = −1. Then

ϕ(x) =
1

2

(
1− x2

)
at t = 0 .

In this case, the solution of (4.14a) reduces to the expres-
sions

s(x) =
1

2

(
h2 − x2

)
,

f = xt +
1

2

t∫
0

h(t′)dt′ +
1

2

(
1− x2

)
,

−ht +
1

2

t∫
0

h(t′)dt′ +
1

2

(
1− h2

)
= 0 .

(4.18)

Differentiating in time the last expression in (4.18), I ob-
tain the first-order equation

dh

dt
= − h

2
(
t + h

) ,

that can be readily integrated, implicitly defining the func-
tion h(t); more specifically, it gives the inverse function

t =
2

3

(
1

h2
− h

)
.

With t → ∞, the function h(t) tends asymptotically to

zero as h(t) =

√
3

2t
.

Now I address linear problems arising if l = 0, k = 0 and
κ = 1. Equation (4.3) is then simplified,

∂2s

∂x2
= s− 1 ,

and is easily integrated.
Problem 1. A fluid flows from below into the half-space

x > 0, with a pore pressure at its boundary given by a known
function

Γ : pa = − ∂s

∂x
= A(t) .

A stationary flow at infinity is given by the trivial solu-
tion s = 1, f = f0. Disturbances at infinity decay and the
solution tends to the trivial solution. A homogeneous initial
solution corresponds to this trivial solution:

s→ 1 , f → f0 at x→∞ ,

ϕ(x) ≡ f0 .

The solution of this boundary problem has the form

s = 1 + A(t)e−x , f(xt) = e−x

t∫
0

A(t′)dt′ + f0 .

Problems with the skeleton breakdown. The porosity in
problems of type IIIB is not a small value, but another small
parameter (ε1) is introduced. Transformation to dimension-
less variables and the use of the expressions for material
functions (2.12) and (2.13) simplify equation (4.1) for each
of these cases:

∂

∂x

(
∂s

∂x

)
= κ2

(
1− f

)
s− 1(

1− fmax

) , (4.19a)

∂

∂x

((
1− f

) ∂s

∂x

)
= κ2

(
1− f

)
s− 1(

1− fmax

) . (4.19b)

Equation (4.4) is simplified in a similar way:

∂f

∂t
+

(
1− fmax

) ∂s

∂x
= 0 . (4.20)

In the case of these problems, boundary conditions (3.3) and
(3.16) assume the form (see also (B.24)):

Γmax : f = fmax ,
dx

dt
=

1

b

(
1− f

)l(
1− fmax

) ∂s

∂x
,

s = smax , pb = 0 , σb
33 = σb .

(4.21)

The value smax in (4.21) is not an a priori given constant but
is to be determined in the process of solution. Therefore, a
correct formulation of the problems requires an additional
condition (the second relation in (4.21)) determining this
quantity.

Condition (B.26) following from (3.15) in the absence of
surface forces is (

1− f
)l ∂s

∂x
= 0 . (4.22)

5. Wave Processes

General description. All quantities in 1-D wave solutions
are functions of the wave argument x′ = x−ut. A particular
case of wave processes is traveling stationary waves. As a
rule, they have leading and trailing fronts or attenuate at
infinity. However, a wave solution can be involved in the de-
scription of essentially nonstationary and nonwave processes.
For example, regions of the leading and trailing fronts can
be described by the wave solution if the movement of these
fronts is stationary. The fronts can be linked with the main
nonstationary solution.

Traveling solitary waves naturally arise in problems of
types I and III. Periodic wave solutions belong to the class
of type-II problems if periodical boundary conditions are
considered as conditions in a finite region. Below, primes
and other symbols distinguishing wave solutions are omit-
ted. The wave process develops from an initial disturbance
but with time the wave “forgets” its initial state, resulting
in a somewhat different set of constitutive parameters in re-
ducing equations to a dimensionless form. The characteristic
initial size H(0) is replaced by the intrinsic length of com-
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paction. In other respects, the reasoning remains unchanged.
This implies that a renormalization of dimensionless values
should be made and κ = 1 should be set in all of the above
expressions.

Low-porosity approximation. First I address low porosity
problems of types I, II and IIIA. The change to the wave
argument simplifies equation (4.4) and its integration readily
yields

s = uf + Const .

The integration constant is found from boundary condi-
tions B; in particular, asymptotic conditions (4.5) reduce to
a simple expression:

s− s0 = u
(
f − f0

)
. (5.1)

Conditions (4.3) that must hold in problems of type IIIA
give the relation

s = u
(
f − fmin

)
, (5.2)

where fmin is a material constant. I set f0 ≡ f0 −
1

u
s0 and

s0 = fk
0 in the infinite region and f0 = fmin in the finite

region. Then expressions (5.1) and (5.2) can be written in
the general form

s = u
(
f − f0

)
. (5.3)

In this case, equation (4.3) reduces to the ordinary differ-
ential equation

d

dx

(
f−l df

dx

)
=

(
f − f0

)
f−k − 1

u
,

−h

2
< x <

h

2
.

(5.4)

Two types of wave equations exist. The first type is a
solitary wave in infinite or finite regions. In this case, the
wave equation must be complemented by asymptotic con-
dition (4.5a) or boundary conditions (4.6). Note that the
respective values ξ(p0) and ξ(0) at the leading and trailing
fronts are generally different. With ξ(p0) < ξ(0), any dis-
turbance in a finite region with moving boundaries infinitely
increases with time. Under this condition, a solution in the
form of a solitary wave does not exist.

Given small perturbations, one may approximately set
ξ(p0) = ξ(0), which simplifies boundary conditions (4.6):

Γ
(−)
min : f = ξ(0) , (5.5a)

Γ+
min : f = ξ(0),

u(
ξ(0)

)l

df

dx
= −au− p0

at x =
h

2
.

(5.5b)

Stationary solitary waves can exist in this particular case.
The second type of wave solutions (in infinite or finite re-

gions) does reduce to stationary waves and usually describes
various transient processes at the leading or trailing fronts
of more complex nonstationary disturbances. In particular,

this type includes asymptotic condition.
Wave equation (5.4) is a two-parameter equation because

it contains the independent parameters f0 and u. However,
the meaning of the parameter f0 is not the same in prob-
lems of different types. It is easy to see that this equation is
symmetric with respect to the change of variables x → −x.
Therefore, it is reasonable to identify symmetric wave so-
lutions and to place their symmetry center in the origin of
coordinates. In a finite region (e.g. in a problem IIIA) the

wavelength is equal to h, and x± = ±h

2
. These solutions

can be interpreted in terms of solitary waves. Asymmetric
wave solutions, the physical meaning of which is analyzed
below, also exist.

Now I address problem (5.4)–(5.5) at l = 0 and k = 3:

d2f

dx2
=

(
f − f0

)
f−3 − 1

u
, (5.6)

Γ+
min : f = ξ(0), u

df

dx
= −au− p0 at x =

h

2
. (5.7)

This problem is studied in Addendum C, and its general
symmetric solution is given by quadrature (C.14):

x(f) = ±
1∫

f

df√
Θ(f)

,

Θ(f) =
1− f

f2
R(f) ,

R(f) ≡ 2f2

u
−

(
2− f0

)
f + f0 .

(5.8)

Its solution in an infinite region with asymptotics (4.5a)
is provided by expression (C.17). The velocity of the wave
depends on its mass µ and is given by formula (C.18):

µ =
2

3

√
2u

√
1− f0

(
2 + 2f0 − f2

0

)
.

As seen from this formula, the velocity is proportional to
the squared mass. This is quite conceivable: a larger mass
results in higher fluid flow velocity and therefore the veloc-
ity of the center of mass coinciding with the wave velocity.
Richter and McKenzie [1984] were the first to obtain this
analytical wave solution in an infinite region. Importantly,
the solution in an infinite region is matched by a curve in
the space of the parameters f0 and u entering wave equation
(5.4) in the form (C.11):

u =
8f0(

2− f0
)2

;

on the other hand, wave solutions in a finite region with
moving inner boundaries occupy regions of a finite area in
the space of these parameters. In other words, solutions in
a finite region are much more numerous compared to the
solutions in an infinite regions. The latter are rather an
exception to the general set of solutions.

Solutions in finite region with boundary conditions (5.7)
exist not for all values of parameters. Conditions under
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which such solutions exist are examined by the method of
dynamic systems in Addendum C, where a solitary wave in a
finite region is also calculated analytically for equation (5.6).

Problems with the skeleton breakdown. Now I analyze the
wave process in problems of type B and try to find their
solutions in the form of a traveling solitary wave. Integrating
the continuity equation (4.20) under condition (4.21) yields(

1− fmax

)(
s− smax

)
= u

(
f − 1

)
. (5.9)

The fluid flow velocity is assumed to be directed in the
positive direction of the x axis. Since s < smax and f < 1
in the physical region, (5.9) implies that u < 0; i.e. the
inner boundary movement is opposite in direction to the
fluid flow velocity. The substitution of this expression into
(4.19) yields, in dimensionless variables,

∂2f

∂x2
=

(
1− f

)(
f − 1 + f0

)
− 1

u
, (5.10)

∂

∂x

((
1− f

)∂f

∂x

)
=

(
1− f

)(
f − 1 + f0

)
− 1

u
, (5.11)

where

f0 =
1

u

(
1− fmax

)
smax .

Two boundary conditions are possible. One implies the
absence of surface forces:

Γmax :
∂f

∂x
= 0 , (5.12a)

Γmax :
(
1− f

)∂f

∂x
= 0 ; (5.12b)

the second condition with surface forces present is

Γmax : b =
∂f

∂x
, (5.13a)

Γmax : b =
(
1− f

)∂f

∂x
. (5.13b)

Equations (5.10) and (5.11) have, respectively, the first
integrals

1

2
ḟ2 − 1

3

(
1− f

)3
+

+
1

2

(
1− f0

)(
1− f

)2− (1− f)

u
= Const ,

(5.14a)

1

2
ḟ2

(
1− f

)2−1

4

(
1− f

)4
+

+
f0

3

(
1− f

)3− (1− f)2

2u
= Const .

(5.14b)

Conditions (5.12) and (5.13) determine the constants of
integration. However, the solution formally written in terms
of quadratures provides no constraints on its existence. The
analysis of the existence of wave solutions by the method of
dynamic systems is given in Addendum C. The solution in
the form of a traveling wave is shown to exist for expression

(5.14a) alone under condition that the integration constant
vanishes,

1

2
ḟ2 − 1

3

(
1− f

)3
+

1

2

(
1− f0

)(
1− f

)2− (1− f)

u
= 0 .

The solution of this equation reduces to the quadrature

x(f) = ±

f3∫
f

df√
Θ

− h

2
< x <

h

2
, (5.15)

where ±h

2
is the position of the leading or trailing front of

the boundary Γmax and

Θ =
2

3

(
1− f

)3−
(
1− f0

)(
1− f

)2
+2

(1− f)

u
.

This wave has the length

h = 2

f3∫
1

df√
Θ

.

Expression (5.15) provides a solution in the form of a trav-
eling solitary wave and is examined in detail in Addendum
C. As shown, the solitary wave can only exist in the pres-
ence of surface forces. All other cases are consistent with
nonsolitary wave solutions. The latter are usually obtained
for the leading or trailing fronts of nonstationary solutions,
provided that these fronts move slowly enough.

Conclusions

A general formulation of inertia-free compaction prob-
lems accounting for structural-phase transformations at in-
ner boundaries is presented. The compaction models known
in the literature are shown to belong to a particular class of
a more general group of compaction models including prob-
lems with inner boundaries.

The problem of phase transformations of a special type
giving rise to qualitative microstructural changes at inner
boundaries of a heterogeneous medium is treated for the first
time within he framework of compaction models. Processes
of opening and closure of pores (with a minimum porosity),
as well as processes of breakdown and formation of the skele-
ton, can take place at inner boundaries. These processes
are analogous to phase transitions in homogeneous media
and have many common features. As regards the mechan-
ics of porous media, such phenomena were only considered
in the percolation theory of media with a rigid skeleton. A
transitional zone with a cluster structure can exist between
the compaction and suspension regions and it should be de-
scribed by kinetic and stochastic constitutive equations. The
analysis of the latter is beyond the scope of this work.

Various canonical forms of compaction equations admit-
ting a correct formulation of boundary problems are shown
to exist. They are distinguished by boundary conditions for
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Figure 2. Schematic layout of a mud volcano. The vol-
canic cone and channel are located in the upper and central
parts, respectively; the mechanism feeding the volcano from
the fractured zone of a waveguide is schematically shown
in the lower part of the figure. Under certain conditions,
the mud mixture moving through the channel assumes the
compaction regime.

the pore pressure and, accordingly, by the procedure of sub-
traction of its hydrostatic component. Boundary problems
of compaction are systematized. The generalization of the
well-known compaction theory made by the author to the
case of bounded regions with mobile boundaries is analyzed
in detail. As an example, analytical solutions are derived for
some of the simplest (including wave-like) processes.

To date, most applications of the compaction theory lie
in the field of geophysics, where they are used however in
a comparatively narrow aspect related to the study of par-
tially melted rocks in the asthenosphere and volcanoes. The
new class of models is appropriate for not only the analy-
sis of geodynamic and fluid-dynamic problems in the crust

and mantle but also the investigation of a wider range of
problems. The latter includes, in particular, the dynamics
of heterogeneous mixtures used in chemical, petrochemical
and biochemical technologies, as well as in petroleum and
food processing industries.

As mentioned in Introduction, a melt is released by a
partially melted mantle material at mid-ocean ridges and
hotspots [Cordery and Morgan, 1993]. This process is
schematically illustrated in Figure 2 according to the re-
sults of Schubert et al. [2001]. The figure shows the 2-D
distribution of flow lines in a poroviscous medium and con-
tours of the mantle material melting extent as determined
from the well-known Ringwood diagram of phase equilib-
rium. The melting extent contours were constructed under
the assumption of no filtration in the two-phase medium.
Filtration must change their pattern. Figures 3b and 3c
show the velocity of the melt and porosity in the partial
melting zone as a function of the melt viscosity and the ve-
locity of the ascending mantle flow. These dependences are
obtained using balance relations.

In order to examine this process in detail, one should solve
the compaction problem in a partially molten asthenosphere
under a mid-ocean ridge or a hotspot. This problem includes
conditions at inner mobile boundaries where pores open and
close. The problem cannot be correctly formulated without
the incorporation of this factor. The present work opens
the way for solving this class of problems. The major dif-
ficulty here is the incorporation of the temperature regime
and phase transformations. These problems lie beyond the
scope of this paper.

The process illustrated in Figure 3 was numerically mod-
eled by Trubitsyn et al. [2003], who analyzed the motion of
a partially molten material in the axial zone of a mid-ocean
ridge. The axial flow feeds the magma chamber, and the
peripheral flow strikes the cold lithosphere and, upon solid-
ifying, accretes it. The axial flow was shown to be rather
insensitive to external effects. On the other hand, the pe-
ripheral flow is unstable and can accumulate the melt at the
lithosphere boundary. However, the actual melt does not ac-
cumulate but flows away toward the magma chamber. This
unstable regime of the peripheral flow is responsible for the
formation of the chemical heterogeneities observed in the
oceanic crust of mid-ocean ridges.

Compaction processes can take place in both magmatic
and mud volcanoes. If the magma moving through a volcanic
channel is a two-phase mixture (e.g. gas-melt or melt-solid),
this mixture can become a poroviscous medium under cer-
tain conditions and can then be described by a compaction
model. The problems arising here are exactly the same as
at mid-ocean ridges.

Pelitic silt and solid rock fragments can form a porovis-
cous mixture in mud volcanoes. Unlike usual volcanoes,
phase transformations between the skeleton and flowing fluid
do not occur here. Therefore, an isothermal compaction
model of a mud volcano involving the appropriate motion
of the mud mixture can be used without reservations and
limitations associated with the modeling of usual volcanoes
[Karakin et al., 2001]. Figure 2 presents a schematic layout
of a mud volcano with its feeding roots. A poroviscous mix-
ture forms if the volcano feeder crosses a thick sequence of
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Figure 3. Processes at mid-ocean ridges (after Schubert et al. [2001]). (a) Movement pattern of partially
molten mantle material in mid-ocean ridge and hotspot regions. Broken lines show the matrix motion.
Solid lines show the base of the lithosphere and contours of the melting extent. The melt is separated
from the partially molten mantle material in ascending flows. The melt in the central part of the flow
concentrates in a magma chamber, whereas the peripheral melt solidifies to form the lithosphere material.
(b) Melt velocity in the partial melting zone as a function of the melt viscosity and ascending mantle flow
velocity at the asthenosphere base. (c) Porosity (in percent) in the partial melting zone. At f < 2%, pores
are isolated and the porosity coincides with the melting extent. At f > 2%, pores form interconnected
channels and the porosity is much smaller than the melting extent due to the upward filtration of the
melt. The porosity depends in this case on the melt viscosity and ascending mantle flow velocity.
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Figure 4. 1-D motion of the suspension and poroviscous
medium in a vessel with rigid impermeable free-slip walls.
Arrows show movement directions of the phases. The model
imitates sedimentation in sedimentary basins and tailings
ponds.

clayey rocks. The feeder walls are then washed away and
the mud mixture is saturated with solid rock (clay and aleu-
rolite) fragments.

Sedimentation of rocks and colloid structures plays an
important role in natural processes of the sedimentary basin
formation. The sedimentation is accompanied by the com-
paction of sediments and the transition of the suspension
into the poroviscous state. This process is schematically il-
lustrated in Figure 4. Depending on the sedimentation con-
ditions, the suspension and porous medium can be separated
by either an inner boundary or an extended transitional zone
with a cluster structure. The results of this study enable the
formulation of a mathematical model describing the sedi-
mentation process as a whole, which is helpful for planning
laboratory experiments in order to verify the main model
assumptions and constrain the compaction parameters and
boundary conditions.

Apart from natural sediments, sedimentation processes
can take place in tailings ponds involved in various techno-
logical processes. Problems of this type usually arise in rela-
tion to the recovery of both domestic and industrial waste.
For example, the application of surfactants and other chem-

ical reagents to the extraction of bitumen is associated with
the formation of gigantic tailings ponds contaminating vast
areas. The detrimental environmental impact of these ponds
sets limitations to the application of such technologies and
calls for other ways for extracting bitumen from their de-
posits. The main difficulty consists in that the colloidal
structures forming in the tailings ponds differ little in density
from water. For this reason, the compaction of the quasi-
solid phase in the ponds develops very slowly, during many
tens of years, implying that the recultivation of such pond
water areas by natural sedimentation is actually unfeasible.
Active treatment of these processes requires the knowledge
of laws governing the motion and physicochemical transfor-
mations of these mixtures. This is the goal of the present
study.

Compaction models involve material functions and con-
stants determined from experimental data. An additional
difficulty of the problem consists in the fact that the behav-
ior of poroviscous media is controlled by many parameters
that cannot be therefore determined by simple 1-D experi-
ments. A system of experiments admitting a reasonable in-
terpretation is required. For this reason, analytical solutions
that can be regarded as a model of laboratory experiments
are interesting. This condition is met by analytical solutions
of type (4.14). In particular, Figure 1 illustrates the simplest
experiment described by this type of solution.

Notation

Ω = ΩcUΩv, total region of definition;
Ωc, compaction region (Ωc(A) and Ωc(B) are compaction

regions adjoining boundaries of types A and B, respectively);
∆f and ε1, porosity interval and a small parameter char-

acterizing the width of the region Ωc(B);
Ωv, regions of the porous medium with isolated pores,

suspensions or the transitional cluster zone that are adjacent
to the compaction zone;

Γ, any boundary (exterior or inner) of any region;
Γex, exterior boundary of the region Ω;
Γint, any interior boundary of the region Ω;
Γmin, inner boundary (between the regions Ωc and Ωv)

at which pores close or open (Γ
(+)
min and Γ

(−)
min are the leading

and trailing fronts of this boundary);
Γmax, inner boundary (between Ωc and Ωv) at which the

skeleton of the poroviscous medium forms or breaks down;
pf , σij , σef

ij and σs
ij , pore pressure, tensor of total stresses,

tensor of effective stresses and tensor of stresses averaged
over the skeleton phase in the two-phase region Ωc;

~w s, ~wf and ~s, velocities of the skeleton, fluid and filtra-
tion;

f, fmax and fmin, porosity and its critical maximum and
minimum values in the compaction region;

ζ and η, coefficients of the volume and shear viscosity;

δ =
ηf

k
, coefficient of hydraulic resistance;

ηf , fluid viscosity;
k, permeability coefficient;
Al and Bk, rheological constants in expression (2.7);



karakin: compaction in media with inner boundaries 317

δij , Kronecker delta;
~g = (0, 0,−g), gravity;
ρ = (1− f)ρs + fρf , density of the two-phase medium;
ρs and ρf , densities of both phases assumed constant;
∆ρ = ρs−ρf , density difference between the skeleton and

fluid phases;
T , temperature;
c, cf and cs, specific heats of the mixture and individual

phases;
λ, heat conductivity coefficient;
l, latent heat of melting;
Φ, density of volume heat sources;
q, density of mass sources of the fluid;
(x1, x2, x3), Cartesian system of coordinates (the x3 axis

is directed downward);
(y1, y2, y3), auxiliary system of curvilinear orthogonal co-

ordinates;
t, time;
x′ = x− ut, wave argument;
u, velocity of any inner boundary relative to the skeleton

of the porous medium directed along the outward normal to
the region Ωc;

F (~x), (ϕ(~x)) initial value of the porosity (and its normal-
ized value measured from the minimum porosity value);

~w sol, solenoidal component of the skeleton velocity;
φ, scalar potential of the skeleton velocity;

τ sol
ij and Π ≡ pf− 1

3
σef

kk, deviatoric stresses and pressure in

a hypothetical incompressible Stokesian fluid, hydrodynamic
equations of which are used as one of the representations of
compaction equations;

τv
ij , ~wv and Πv, deviatoric stresses, velocity and pressure

in a real incompressible Stokesian fluid in the region Ωv;

Πa ≡ pa − 1

3
σef

kk and pa(Πa
v ≡ pa

v −
1

3
σef

kk, pa
v), reduced

values of Π and pf from which the hydrostatic pressure of
the poroviscous medium in Ωc(Ωv) is subtracted;

Πb ≡ pb − 1

3
σef

kk and pb(Πb
v ≡ pb

v −
1

3
σef

kk, pb
v), reduced

values from which the hydrostatic pressure of the suspension
in the region Ωc(Ωv) is subtracted;

Hc ≡
√

ζ∗

δ∗
, dimensional compaction length;

h0, dimensionless compaction length;
κ = h−1

0 , parameter related to the dimensionless com-
paction length;[

ϕ̃
]∣∣+
−
≡ ϕ̃+− ϕ̃−, ϕ̃±, boundary values of a quantity ϕ̃ at

an inner boundary inside and outside the compaction region;

σef =
1

3
σef

kk, first invariant of the effective stress tensor;

p0 and σ0, critical values of the pore pressure and first
invariant of the effective stress tensor;

a and b, kinetic constants in boundary conditions at inner
boundaries;

fmin = ξ(p0), minimum porosity as a function of the pore
pressure;

σi and fi, external surface forces at inner and exterior
boundaries;

ws
m = ws

i m
(α)
i , where ~n and ~m(α) are the normal and

tangential unit vectors (the index α = 1, 2 indicates two
mutually perpendicular directions on the boundary surface);

~k, vertical unit vector;
smax, maximum velocity of filtration at the inner bound-

ary Γmax;
s± and f±, asymptotic values of the filtration velocity and

porosity corresponding to the asymptotics at x→ ±∞;
s0 and f0, trivial homogeneous solution (the state of ho-

mogeneous fluidization), as well as the asymptotic values of
the filtration velocity and porosity at x → ±∞ in the case
when these asymptotics coincide.

An auxiliary notation system is introduced in Addendum
B to designate dimensional quantities (using the tilde sign
or the capitalization of the respective symbols). This system
is not used in other sections of the paper.

Addendum A. General Equations of
Compaction

Classification of compaction boundary problems. Special
boundary conditions divide into three categories (below re-
ferred to as types I, II and III) corresponding to three types
of compaction boundary problems. (Below, the latter are
referred to as the first, second and third problems of com-
paction.)

Problems of the first type are formulated in an infinite
and boundless region with asymptotic conditions specified
at infinity. In the general case, these are nonattenuating
disturbances at infinity. An important particular case when
the deviation of a dynamic quantity (stress, strain, filtration
rate etc.) from the state of static or dynamic equilibrium
tends toward zero at infinity. This is the simplest class of
compaction problems, best studied in both 2-D and 3-D vari-
ants.

Boundaries of type II include exterior boundaries Γex in
bounded (finite or infinite) regions: a rigid impermeable sur-
face, free surface, moving deformable surface and so on).
Problems of the second type are also known in the litera-
ture, although to a lesser extent than problems of the first
type.

Velocities (~w0) or forces (~f ) can be specified at bound-
aries of type II:

Γex : ~ws = ~w0 or σijnj = fi ; (A.1)

filtration conditions must also be set at these boundaries.
Usually, if an experiment is carried out in a vessel with rigid
walls, boundary velocities are set at zero, and the walls are
considered impermeable:

Γex : ~w0 = 0, sn = 0 . (A.2)

Another typical case is a free surface at which external
forces in a two-phase medium and the pore pressure vanish,

Γex : fi = 0, pf = 0 . (A.3)

This type also includes problems with periodic bound-
aries, as well as problems of a solid body emplaced in a
finite or infinite space.

The third type comprises compaction models involving
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structural-phase transformations of the microscopic struc-
ture that lead to qualitative changes in the state of the
medium. Such models include interior (Ωc) and exterior
(Ωv) regions separated by either inner boundaries or a tran-
sition zone. The inner boundaries can move relative to the
medium. This situation is described by boundary problems
of types III.A and III.B. Pores close at a boundary of type
III.A, thereby precluding filtration. At a boundary of type
III.B, the skeleton breaks down with the subsequent forma-
tion of a dispersive medium. If the porosity experiences a
jump at such a boundary, the remaining quantities obey re-
lations (3.1). General conditions (3.1)–(3.3), as well as some
specific conditions, must hold at these boundaries. Condi-
tions (3.6) and (3.7) (or (3.8)) must be satisfied in problems
III.A. Problems III.B require the validity of conditions (3.13)
and (3.15) (or (3.16)).

In addition, there exist mixed boundary problems in-
cluding various types of boundary conditions. For exam-
ple, a mixture moving through the pipe can encounter in-
ner boundaries, whereas boundary conditions of second kind
(e.g. (A.2) and the like) can arise on the walls.

Canonical equations of compaction. The original equa-
tions (2.1)–(2.4) can be conveniently written in various forms
depending on the type of boundary problems and boundary
conditions. In particular, a new problem formulation re-
quires the development of appropriate formalism. In this
connection, I derive these equations in various representa-
tions and introduce several definition. I consider formalism
canonical if it reduces the compaction equations to standard
hydrodynamic equations of compressible or incompressible
fluid. A transformation irreducible to these forms is not
canonical. Canonical forms are helpful if the decomposition
of hydrodynamic quantities into components in the com-
paction equations has a physical meaning.

Equations (2.1)–(2.4) can be transformed into a form
coinciding with hydrodynamic equations of a compressible
Stokes fluid [Landau and Lifshits, 1953]:

∂σef
ij

∂xj
=

∂pf

∂xi
− ρgi ,

σef
ij = η

(
∂ws

i

∂xj
+

∂ws
j

∂xi
− 2

3

∂ws
k

∂xk
δij

)
+ ζ

∂ws
k

∂xk
δij .

(A.4)

Equations of motion can be expressed through velocities
(see (2.5)). These equations can also be written in an equiv-
alent form. To do this, I decompose the velocity of a porous
medium into potential and solenoidal components and define
a new quantity Π :

~ws = gradφ + ~w sol , div~w sol = 0 ,

Π ≡ pf −
(
ζ +

4

3
η
)
∇2φ ,

where φ is the scalar potential of the skeleton velocity.
The solenoidal component of velocity can be brought into

correspondence with the tensor τsol
ij

τsol
ij = η

(
∂wsol

i

∂xj
+

∂wsol
j

∂xi

)
,

describing stresses associated with this component. It is con-
nected with the total and effective tensors of stresses through
the relations

σij = τsol
ij −Πδij + 2η

(
∂2φ

∂xi∂xj
−∇2φδij

)
, (A.5a)

σef
ij = τsol

ij +
(
ζ +

4

3
η
)
∇2φδij +

+ 2η

(
∂2φ

∂xi∂xj
−∇2φδij

)
.

(A.5b)

The substitution of the velocity decomposition into initial
equations (A.4) yields the hydrodynamic equations of Stokes
for an incompressible fluid in which the value Π plays the
role of pressure:

∂τsol
ij

∂xj
=

∂Π

∂xi
− ρg, where div~w sol = 0 , (A.6a)

η∇2w sol
i =

∂Π

∂xi
− ρgi . (A.6b)

Taking the divergence and curl operator div and rot to
equation (A.6b) yields the equations for Π and rot~wsol :

∇2Π = −∆ρg
∂f

∂x3
, (A.7a)

η∇2rot~w sol = ∆ρrot
(
f~g

)
; (A.7b)

each of these values obeys the Poisson equation. Expression
(2.5) can be rewritten in the form

grad
[(

ζ +
4

3
η
)
∇2φ

]
+

+ η∇2 ~w sol = gradpf − ρ~g ,

(A.8a)

grad
[(

ζ +
4

3
η
)
∇2φ

]
+

+ η∇2 ~w sol = −δ~s−
(
1− f

)
∆ρ~g .

(A.8b)

Forms (A.6) and (A.8) are advantageous to various re-
ductions of the initial equations associated with the separa-
tion of the pore pressure into hydrostatic and piezometric
(or hydrodynamic) components. It is the latter that en-
ters boundary conditions. Note that, in general, hydrostatic
components of the fluid, skeleton and mixture are different.
Physical conditions of the problem depend on which of the
hydrostatic states mentioned above are realized at bound-
aries or, asymptotically, at infinity. Therefore, the afore-
mentioned separation techniques can also be different.

Accordingly, one can obtain the first, second and third re-
duced canonical forms of the initial equations. A hydrostatic
equilibrium state of the skeleton phase pG is distinguishable
in the first canonical form. The second reduced form is char-
acterized by the hydrostatic component pg of the suspension
at a critical value of the fluid phase concentration (porous-
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ness) f∗ enabling structural-phase transitions:

pf = pa + pG,
∂pG

∂xi
= ρsgi , (A.9a)

pf = pb + pg ,

∂pg

∂xi
=

[(
1− f∗

)
ρs + f∗ρf

]
gi .

(A.9b)

In the particular case f∗ = 1, the suspension is trans-
formed into the pure fluid,

pf = pb + pg,
∂pg

∂xi
= ρfgi . (A.10)

The first and second canonical forms correspond to situ-
ations when inner boundaries of the respective types A and
B arise within the definition region. Below, these forms are
mainly examined. The third canonical form should be ex-
amined if the poroviscous region is surrounded by a pure
fluid.

A nonreduced (initial) form also exists and it is used if
the gravity is absent or if the subtraction procedure does
not give an advantage. Boundary conditions in some prob-
lems are formulated in an explicit form and do not require
any preliminary treatment. Examples are rigid permeable
or impermeable boundaries, a free surface etc. With these
boundaries, the problem can be correctly formulated for the
initial form of the compaction equations even in the presence
of gravity.

Other media that are not in the state of hydrostatic equi-
librium can also exist at boundaries of the viscous consolida-
tion region. Solutions in the compaction region and in the
exterior must then be matched. In this case the question
of using a specific canonical form remains open and needs
further analysis. Note that other, exotic canonical forms are
also possible. For example, this is the case if the viscous
consolidation region is surrounded by a suspension inhomo-
geneous in density and porosity, which gives rise to a very
specific canonical form.

On the strength of (A.9), the Darcy law (2.4), relation
(A.7a) and the expression for Π are transformed, respec-
tively, to the forms

∂pa

∂xi
= −δsi −∆ρg ,

Πa = pa −
(
ζ +

4

3
η
)
∇2φ ,

∇2Πa = −∆ρg
∂f

∂x3
,

(A.11a)

∂pb

∂xi
= −δsi −∆ρ

(
1− f∗

)
gi ,

Πb = pb −
(
ζ +

4

3
η
)
∇2φ ,

∇2Πb = −∆ρg
∂f

∂x3
,

(A.11b)

∂pb

∂xi
= −δsi ,

Πb = pb −
(
ζ +

4

3
η
)
∇2φ ,

∇2Πb = −∆ρg
∂f

∂x3
.

(A.11c)

Equation (A.8a) is transformed in a similar manner to

grad
[(

ζ +
4

3
η
)
∇2φ

]
+ η∇2 ~wsol =

= gradpa + f∆ρ~g ,
(A.12a)

grad
[(

ζ +
4

3
η
)
∇2φ

]
+ η∇2 ~wsol =

= gradpb + ∆ρ
(
f − f∗

)
~g ,

(A.12b)

grad
[(

ζ +
4

3
η
)
∇2φ

]
+ η∇2 ~wsol =

= gradpb −∆ρ
(
f − f

)
~g .

(A.12c)

Using decomposition (A.9) and (A.10), the following com-
ponents are recognizable in the total stress tensor:

σij = σa
ij − pGδij , σa

ij = σef
ij − paδij , (A.13a)

σij = σb
ij − pgδij , σb

ij = σef
ij − pbδij , (A.13b)

Summarizing the above analysis, I give equivalent repre-
sentations of equations (A.4) and (A.6a) reflecting the spe-
cific character of canonical forms:

∂τ sol
ij

∂xj
=

∂Πa

∂xi
+ f∆ρgi , or ;

∂σef
ij

∂xj
=

∂pa

∂xi
+ f∆ρgi , or ;

∂σa
ij

∂xj
= f∆ρgi ,

(A.14a)

∂τ sol
ij

∂xj
=

∂Πb

∂xi
+ ∆ρ

(
f − f∗

)
gi , or ;

∂σef
ij

∂Xj
=

∂P b

∂Xi
+ ∆ρ

(
f − f∗

)
gi , or ;

∂σb
ij

∂xj
= ∆ρ

(
f − f∗

)
gi ,

(A.14b)

∂τ sol
ij

∂xj
=

∂Πb

∂xi
−∆ρ

(
1− f

)
gi , or ;

∂σef
ij

∂xj
=

∂P b

∂xi
−∆ρ

(
1− f

)
gi , or ;

∂σb
ij

∂xj
= −∆ρ

(
1− f

)
gi .

(A.14c)
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A noncanonical transformation can be exemplified as fol-
lows. Neglecting phase transitions between the skeleton and
fluid (q = 0), material function (2.7) is substituted into equa-
tion (A.8b). Using (2.6b), the latter can be written in the
form similar to all canonical forms:

grad
(
Alf

−ldiv~s
)
−η∇2 ~w sol =

= Bkf−k~s + ∆ρ
(
1− f

)
~g .

(A.15)

Using (2.6a), the filtration velocity can be eliminated in
this equation which can then be written in the equivalent
forms

div

[
fkgrad

(
Al

fl

(
∂f

∂t
+ div (f ~ws)

))]
+

+ ηdiv
(
fk∇2 ~wsol

)
=

Bk

(
∂f

∂t
+ div (f ~ws)

)
−∆ρdiv

[(
1− f

)
~gfk

]
,

(A.16)

div

[
fkgrad

(
Al

f l
∇2φ

)]
+

+ ηdiv
(
fk∇2 ~w sol

)
=

= Bk∇2φ−∆ρdiv
[
(1− f)~gfk

]
.

(A.17)

The appropriateness of using a concrete representation

of the initial equations is dictated by the problem formula-

tion. The viscous stress tensor in representation (A.4) has

a “conditioned” form that is advantageous if boundary con-

ditions are expressed through stresses. The tensors of total

and effective stresses σij and σef
ij in representation (A.6) are

connected with the viscous stress tensor via relations (A.5)

also containing “redundant” terms. Consequently, the vis-

cous stress tensor has an “irregular” form. However, this

representation has its own advantage.

The initial equations in representation (A.6) split into two

relatively independent groups of equations. Equation (A.6)

describes the fluid motion involving the curl component of

velocity. Equation (A.6) contains all values describing the

filtration and volume expansion, i.e., div~ws and pf . Both

equations are interrelated through the Π value and boundary

conditions. As a result, the actual flow can be represented as

the superposition of these two motions. On the one hand, a

certain fictive incompressible fluid moves in accordance with

equation (A.6). On the other hand, it is superimposed by

such processes as filtration and volume compression of the

skeleton described by equations (A.6) and the Darcy law

(2.4). This representation is convenient if the flow region

is much larger than the compaction region (such is the sit-

uation, for example, with the flow in the mantle). In this

case, the problem of incompressible fluid dynamics can first

be solved, after which one has to separately solve the com-

paction problem with a known distribution of ~w sol.
Equations (A.4) and (A.6) resemble convection equations

compressible and incompressible fluids, respectively. Den-
sity differences can be produced by either thermal expan-
sion (thermal convection) or solutes (chemical convection).

Density inhomogeneities in compaction mechanics are due
to density differences between phases. A significant distinc-
tion is related to the first (filtration) terms on the right-hand
sides of these equations.

Another example of a noncanonical transformation under
the condition q = 0 is given in [Scott, 1988]. Introducing
the center of mass velocity ~v = (1− f)~w s + f ~wf , continuity
equations (2.6) can be written in the form

∂f

∂t
+ div (~s + f ~ws) = 0 , (A.18)

div~v = 0 . (A.19)

Similar to ~wsol, the velocity component ~v is solenoidal.
However, this case does not reduce to transformation (A.6).
I transform (2.5) to new variables:

−grad
[(

ζ +
1

3
η
)

div~s
]

+ η∇2 (~v − ~s ) =

= −δ~s−∆ρ
(
1− f

)
~g .

(A.20)

The effective stress tensor is then transformed to the form

σef
ij = η

(
∂vi

∂xj
+

∂vj

∂xi

)
−

− η

(
∂si

∂xj
+

∂sj

∂xi
− 2

3

∂sk

∂xk
δij

)
− ζ

∂sk

∂xk
δij .

(A.21)

Although form (A.20)–(A.21) is not equivalent to any hy-
drodynamic equations, it is convenient in numerical com-
putations if boundary conditions are expressed through ve-
locities. First, the continuity equation (A.18) alone is evo-
lutionary. Second, two, rather than three (as in the case of
(A.6)), values ~v and ~s are to be found. Moreover, the sought-
for values have clear physical meaning and are measurable
quantities.

Addendum B. Transition to Dimensionless
Variables

Application of the Π theorem to compaction problems.
Compaction problem are multifactor and mutliparameter
problems. Therefore, the transition to dimensionless vari-
ables and the small-parameter simplification are nontrivial
procedures. They are specific to each concrete problem. As
an example, I consider the transition to dimensionless vari-
ables for a nonstationary problem IIIA with an initial con-
dition for the porosity. Other problems are transformed in
a similar way.

For convenience, I introduce an auxiliary system of no-
tation used in this section alone. To distinguish between
dimensional and dimensionless variables, I use upper- and
lower-case Latin letters. If the use of upper-case letters is in-
appropriate or impossible (because they are already in use),
the tilde sign is utilized to indicate dimensional values.

Models of partially molten rocks usually incorporate phase
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transformations between the skeleton and fluid. It is then
reasonable to assume that the density difference between the
skeleton and melt can be neglected in the continuity equa-
tions, whereas the buoyancy force cannot be neglected in the
equations of motion. This assumption is an analogue of the
Boussinesq approximation in the equations of thermal con-
vection and somewhat simplifies the dimensionless equations
without loss of their generality.

Let H(t̃ ) be the vertical size of the definition region that
does not depend on time. The solution depends on the size
of the initial region H(0), and the maximum porosity at
the initial moment Fmax can be taken as a porosity scale
factor. Note that some dimensional values enter equations
only in certain combinations (i.e. they are not independent).
Therefore, I consider these stable combinations as new di-
mensional values and, moreover, as scale factors. The scale
factors will be marked by asterisks:

f̃ ∗ ≡ Fmax, ζ̃∗ ≡ Al

F l
max

, δ̃ ∗ ≡ Bk

F k
max

.

In the case of nonlinear rheology, these definitions remain
the same with the additional condition: l = 0 and ζ̃ ∗ =

A0 =
(
ζ̃ 0 +

4

3
η̃
)

.

The boundary problem of type IIIA depends on eight in-
dependent dimensional constitutive parameters (t̃, ~X ã, p̃0,

ζ̃ ∗, δ̃ ∗, ∆ρg and H(0)) and on the dimensionless parame-
ter Fmax. These parameters involve three independent di-
mensions: time, length and mass. According to the Π the-
orem, these ten dimensional parameters can be expressed
through seven independent dimensionless parameters that
can be chosen, in general, arbitrarily. Moreover, all other
dimensional and dimensionless values are expressed through
these seven independent constitutive parameters. The Π
theorem states that the number of independent constitutive
parameters is exactly seven.

In accordance with the requirements of the Π theorem,
the following values are chosen as independent dimensionless
constitutive parameters:

xi =
Xi

H(0)
, t =

t̃

t̃ ∗
, a =

ãH(0)f̃ l
min

FmaxAl
,

σ∗ =
ζ̃ ∗p̃ 0f̃

l
min

∆ρgH(0)Al
, κ2 =

H2(0)

H2
c

,

(B.1)

where

t∗ ≡ ζ̃ ∗Fmax

∆ρgH(0)
, Hc ≡

√
ζ∗k∗

ηf
∗ . (B.2)

Here Hc is the dimensional compaction length. With such
a choice of dimensionless variables, the value h0 ≡ κ−1 is the
dimensionless length of compaction. The boundary problem
is fully described in terms of the independent dimensionless
constitutive parameters. The remaining values are expressed
through both dimensional and dimensionless constitutive pa-
rameters. Now I express the sought-for dimensionless quan-
tities (porosity f (~x, t), filtration velocity ~s, fluid mass µ etc.)
through the independent values:

f̃ = Fmaxf (~x, t) , f̃max = Fmaxfmax,

Si =
siHcFmax

t̃ ∗
Wi =

wiHcFmax

t̃ ∗
,

ζ̃
(
f̃

)
+

4

3
η̃
(
f̃

)
= ζ̃ ∗

(
ζ(f) +

4

3
η(f)

)
,

δ̃
(
f̃

)
= ζ̃ ∗δ(f) ,

F = Fmaxϕ (~x) + f̃min, µ =
M

ρfFmaxH3
c

,

ϕ (~x)max = 1, p̃0 = ∆ρgHcp0 ,

σ̃ij = ∆ρgHcσ
a
ij − P Gδij =

= ∆ρgHcσ
b
ij − P gδij = ∆ρgHcσij ,

Φ =
φHc

t̃ ∗
,

P = ∆ρgHcp
a + P G = ∆ρgHcp

b + P g =

= ∆ρgHcp, fmin =
f̃min

Fmax
.

(B.3)

Using these relations, equations of motion in velocities
A.5), continuity (2.1b, c) and coupling (A.3) assume the
form

Ωc : grad
((

ζ +
4

3
η
)

div~s
)
− η∇2 ~w sol =

= κ2δ~s− (1− f∗f)~k ,

(B.4a)

∂f

∂t
+ div (~s + f ~w s) = q ,

−∂f

∂t
+ div [(1− f) ~ws] = −q ,

(B.4b)

~w s = gradφ + ~w sol, div~w sol = 0 , (B.4c)

∇2Π = −∆ρg
∂f

∂x3
,

η∇2rot~w sol = −f∗rot
(
f~k

)
,

(B.4d)

where ~k is the unit vector directed vertically upward. Equa-
tions of motion in velocities (B.4) form a complete system
that can be integrated under appropriate boundary condi-
tions. If boundary conditions include stresses, the problem
should be complemented by the Terzaghi and rheological
equations:

σij = σef
ij − pfδij

σef
ij = η

(
∂wsol

i

∂xj
+

∂wsol
j

∂xi

)
+

(
ζ +

4

3
η
)
∇2φδij .

The procedure of transition to dimensionless variables is
quite similar for boundary problems of other types. I present
the reduced expressions for the first and second canonical
forms, each associated with the specific type of material
functions:
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Ωc :
∂σa

ij

∂xj
= −f∗f~k, σa

ij = σef
ij − paδij ,

gradpa = −κ2δ~s + ~k ,

(B.5a)

πa = pa −
(
ζ +

4

3
η
)
∇2φ ,

∇2πa = −f∗
∂f

∂x3
,

(B.5b)

ζ +
4

3
η =

1

f l
, δ =

1

fk
; (B.5c)

Ωc :
∂σb

ij

∂xj
= f∗

(
1− f

)
~k ,

σb
ij = σef

ij − pbδij ,

gradpb = −κ2δ~s + (1− f∗)~k ,

(B.6a)

πb = pb −
(
ζ +

4

3
η
)
∇2φ ,

∇2πb = −f∗
∂f

∂x3
,

(B.6b)

ζ +
4

3
η = (1− f)l ,

η = (1− f)l, δ = (1− f)k .

(B.6c)

The initial condition is the same for problems of any type:

f = ϕ (~x) + fmin at t = 0 . (B.7)

The small-porosity approximation is often used in prob-
lems of the first and second types,

f∗ � 1 , (B.8)

which simplifies some expressions, in particular, (B.4a, b, d):

Ωc : grad
((

ζ +
4

3
η
)

div~s
)
− η∇2 ~w sol =

= κ2δ~s− ~k ,

(B.9a)

∂f

∂t
+ div~s = q, −∂f

∂t
+ div~w s = −q , (B.9b)

∇2π = 0, η∇2rot~w sol = 0 . (B.9c)

In this work, only a trivial asymptotics of the type

pa → 0, κ2~s = ~ks0, ~w s → 0 ,

f → f0, at |~x| → ∞
(B.10a)

is used in the problem of the first type; s0 and f0 in (B.10a)
represent the trivial solution of the initial system of equa-
tions. This solution is called homogeneous fluidization in the
Western literature. These values are interrelated through

the equation

κ2s0 = fk
0 , f0 > fmin . (B.10b)

Relations (B.9c) and (B.10a) imply that the solenoidal
component vanishes,

Ωc : πa = 0 ,

and equation (B.9a) is simplified, assuming the form cor-
responding to the particular case of the potential field of
skeleton velocities:

Ωc : grad
(
f−1div~s

)
= κ2f−k~s− ~k . (B.11)

Accordingly, boundary conditions (3.3)–(3.9) in problem
IIIA are transformed to the following dimensionless form:

Γ
(−)
min : sn = 0, f = ξ(0) ,[
σa

ijnj

]∣∣∣+
−

= 0, φ,n = 0 ,
(B.12a)

Γ
(+)
min : f = ξ(p0) ,

(pa − p0) θ (pa − p0) = au, a > 0, p0 > 0 ,
(B.12b)

Γex : sn = 0, ~s 6= 0, φ,n = 0 . (B.12c)

Boundary conditions (3.15) or (3.16) in a problem IIIB
are transformed in a similar way. For example, condition
(3.16) is now written as

Γmax : f = fmax,
[
σa

ijnj

]∣∣∣+
−

= 0 , (B.13a)

σef = bu . (B.13b)

The 1-D case. Spatially one-dimensional models are most
often encountered in applications. The finite region Ωc(t)
is a segment with moving boundaries x− = x−(t) < x <
x+ = x+(t) of the length h(t) = x+ − x−. Here x+ and
x− are boundary functions for the leading (Γ+

in) and trailing
(Γ−in) fronts. In this case, the above boundary conditions are
further simplified. Setting s ≡ s3 and x ≡ x3, equations of
motion and continuity reduce to expressions similar to all
canonical forms:

∂σef
33

∂x
= −

(
κ2δs− 1

)
, (B.14)

∂f

∂t
+

∂s

∂x
= 0 . (B.15)

On the strength of these simplifications, expressions for
stresses (B.5a) and (B.6a) admit, after some transforma-
tions, the first integrals

σa
33 = σef

33 − pa = Const, σb
33 = σef

33 − pb = Const .

In the 1-D case, the medium is in the hydrostatic equilib-
rium state outside the compaction region. For this reason,
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the boundary conditions for stresses (B.12a) and (B.13a)
lead to the expressions

pa = σef
33 , σef

33 − pb = σb
3

(B.16)

providing additional constraints on the equation of motion
and boundary conditions. For example, initial condition
(B.7) assumes the form

f(x, 0) = ϕ(x) + fmin . (B.17)

The equations of motion for problems I, II and IIIA and
the expressions for the total stress tensor and piezometric
component of the pore pressure are

Ωc :
∂

∂x

(
f−1 ∂s

∂x

)
= κ2f−ks− 1 , (B.18a)

σ33 = −ρsgx + Const , (B.18b)

pa = −f−l ∂s

∂x
. (B.18c)

Asymptotic values in an infinite region of problem I can
coincide (and in this case correspond to (B.10a)) or differ
along opposite directions of the x axis:

pa → 0, s→ 0, s→ s0 ,

f → f0 at |x| → ∞ ,
(B.19a)

pa → 0, s→ 0, s→ s± ,

f → f± at x→ ±∞ ,
(B.19b)

where the values s± and f± are connected through the rela-
tions similar to (B.10b)

κ2s± = fk
± . (B.20)

Boundary conditions in problem IIIA are the same at both
boundaries:

Γ
(+)
min, Γ

(−)
min : f = fmin ,

s3 = 0 at x = x−(t) and x = x+(t) .
(B.21)

An additional condition is set at the leading front:

Γ
(+)
min :

dx+

dt
=

= − 1

β

(
f−l ∂s

∂x
+ p0

)
θ
(
−f−l ∂s

∂x
− p0

)
.

(B.22)

Now I address the 1-D formulation of problem IIIB in the
dimensionless form incorporating material functions (2.11).
The porosity in this problem cannot be considered negligibly
small, although it cannot exceed a critical value of about
20–30%. Therefore, the buoyancy term in the equation of
motion depends on the porosity; also, the initial continuity
equations (B.4b)

Ωc :
∂

∂x

((
1− f

)l ∂s

∂x

)
=

= κ2 (1− f)k s− (1− f∗f) ,
(B.23a)

∂f

∂t
+

∂s

∂x
+

∂fws

∂x
= 0 , (B.23b)

∂s

∂x
+

∂ws

∂x
= 0 (B.23c)

and boundary conditions (3.3) and (3.16) implying the pres-
ence of surface forces are used. Substituting the expressions
for the volume viscosity (2.11) into the effective stress tensor
in (3.16) yields

Γmax : f = fmax, s = smax ,

dx

dt
=

1

b

(
1− f

)l ∂s

∂x
, pb = 0, σb

33 = σb .
(B.24)

The smax value in this boundary condition is not an a priori
given constant but is determined in the process of solution.
Therefore, a correct formulation of the problem requires an
additional condition determining this value. In some prob-
lems of type IIIB, it is convenient to normalize the maximum
porosity value:

fmax = 1 . (B.25)

In the absence of surface forces, we have condition (3.15)
transformed to the form

(1− f)l ∂s

∂x
= 0 . (B.26)

At l = 0 this relation yields

∂s

∂x
= 0 . (B.27)

Addendum C. Transition to Dimensionless
Variables

Problems IIIA. I analyze wave equation (5.4)

d

dx

(
f−l df

dx

)
=

(
f − f0

)
f−k − 1

u
(C.1)

in finite and infinite regions. A finite region implies problem
IIIA with boundary conditions (5.5):

Γ
(+)
min, Γ

(−)
min : f = fmin = ξ(0) , (C.2a)

Γ
(+)
min : uf−l

min

df

dx
= −βu− p0 . (C.2b)

The problem IIIA involves a constant value of the min-
imum porosity fmin at which pores close and open. If
the porosity at the initial moment satisfies the condition
f(x, 0) > fmin all along the x axis, a disturbance can assume
with time the form of a solitary wave in an infinite region.
In this case, the asymptotic conditions of type (B.19a) are
set.

An important parameter is the wave mass defined as the
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difference between the extreme and boundary points. The
wave mass in problem IIIA is given by the expression

µ = 2

1∫
fmin

(f − fmin)
f ldf√
Θ(f)

. (C.3)

In problem I the mass is defined as

µ = 2

1∫
f0

(f − f0)
f ldf√
Θ(f)

. (C.4)

I examine wave equation (C.1) in the particular case
l = 0 and k = 3:

d2f

dx2
=

(
f − f0

)
f−3 − 1

u
. (C.5)

This equation has the first integral I (the constant of in-
tegration)

ḟ2 = Θ(f)− 2I . (C.6)

In the particular case, when the maximum value of f at
the upper point of the wave is equal to unity (fmax = 1,
f0< 1), the integration constant is fixed,

ḟ2 = Θ(f) , (C.7)

where

ḟ ≡ df

dx
, Θ(f) =

1− f

f2
R(f) ,

R(f) ≡ 2f2

u
−

(
2− f0

)
f + f0 .

The solution can be obtained with the use of the quadra-
ture of this expression:

x(f) = ±
1∫

f

df√
Θ(f)

. (C.8)

The necessary condition for the existence of this solution
is the inequality

R(f) ≥ 0 , (C.9)

implying that the radicand in (C.8) is positive. I analyze
this inequality in more detail. Let f (1) and f (2) be the roots
of the equation R(f) = 0 and let ∆ be its discriminant,

f (1) =
u

4

(
2− f0 −

√
∆

)
, f (2) =

u

4

(
2− f0 +

√
∆

)
,

∆ =
(
2− f0

)2 − 8f0

u
.

In the case of an infinite region, both roots coincide (∆ = 0),
and minimum values of the porosity and fluid flow velocity
coincide with their values in the trivial solution:

∆ = 0, f (1) = f (2) =
u

4

(
2− f0

)
= f0 ,

(
2− f0

)2 − 8f0

u
= 0 .

In this case

R(f) ≡ 2

u
(f − f0)

2 , u = (2 + f0) f0 ,

f0 =
2f0

2− f0
, f0 =

2f0

2 + f0
,

(C.10)

and quadrature (C.8) reduces to the expression

x(f) = ±
√

u

2

1∫
f

fdf

(f − f0)
√

(1− f)
,

calculated in elementary functions:

±
√

2

u
x(f) =

= 2
√

1− f +
f0√
1− f0

ln

√
1− f0 +

√
1− f√

1− f0 −
√

1− f
.

(C.11)

The wave mass is determined by formula (C.4):

µ = 2

1∫
f0

(f − f0)
df√
Θ(f)

.

Using (C.7) and (C.10), this expression is transformed to

µ =
√

2u

1∫
f0

fdf√
(1− f)

and can be calculated in elementary functions:

µ =
2

3

√
2u

√
1− f0

(
2 + 2f0 − f2

0

)
. (C.12)

Expressions (C.11) and (C.12) provide exhaustive infor-
mation on the solution in an infinite region. As seen from
(C.12), the wave mass is always positive and the wave ve-
locity monotonically increases with the mass.

In this connection, I examine the solution in a finite re-
gion of definition, when the roots f (1) and f (2) are different.
Given f0 = fmin < 1, the boundary condition at the leading
front (C.2b) and the expressions for the roots f (1) and f (2)

take the form

(1− fmin)

fmin

[
fmin

(
2

u
+ 1

)
− 1

]
=

(
p0

u
+ β

)2

,

∆ = (2− fmin)2 − 8fmin

u
,

f (1) =
u

4

(
2− fmin −

√
∆

)
,

f (2) =
u

4

(
2− fmin +

√
∆

)
.

(C.13)

The above analysis is incomplete. Expressions (C.11) and
(C.13) imply that wave solution in the respective regions
exist. However, the conditions of the existence of solutions
in finite and infinite regions are somewhat unclear.

For this purpose, it is convenient to qualitatively exam-
ine the solutions of wave equations in the phase plane by
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the method of dynamic systems (f, ḟ). Equation (C.5) is
transformed into the dynamic system

dḟ

df
= −G′(f)

ḟ
,

G′ ≡ dG(f)

df
≡ −

(
f − f0

)
f−3 +

1

u
.

(C.14)

Phase portraits in the plane (f, ḟ) are constructed using a
modified method of dynamic systems based on the analysis
of stationary points of the first integral I. For this purpose,
expression (C.6) is transformed to the form

I =
1

2
ḟ2 + G(f) ,

G(f) ≡ − (1− f)

uf2

(
f − f (1)

) (
f − f (2)

)
.

Stationary points of the integral I in the phase plane
(f, ḟ ) are the points on the abscissa axis that are the roots
fi of the equation

G′ = 0 or f3 − uf + uf0 = 0 . (C.15)

Stationary points of the integral I coincide with the singu-
lar points of dynamic system (C.14). To constrain the type
of stationary points is easier compared to singular points of
a dynamic system. A phase portrait in this plane is con-
structed depending on type of these points. The type of
stationary points depends on the sign of the second deriva-
tive G′′(fi) at a given point. Given G′′(fi) > 0, this point
is a center, and it is a saddle at G′′(fi) < 0.

Equation (C.15) has the determinant D

D =
u2

(
f0

)2

4
− u3

27
.

Depending on the sign of D, various situations are possi-
ble. In order to determine the properties of roots of equation

Figure 5. Plot of the function G′(f).

Figure 6. Phase portrait of dynamic system (C.14) under
condition that singular points coincide and form a cusp-type
singular point.

(C.15), I consider the plot G′(f) shown in Figure 5. Under
the condition

D = 0 or u =
27

(
f0

)2

4
, (C.16)

this curve is tangent to the abscissa axis at the point

f =
3

2
f0. Then equation (C.15) has three real roots fi

of which one is negative and two positive roots coincide:

f1 = −3f0, f2 = f3 =
3

2
f0 .

The positive roots f2 and f3 are cusps in the phase por-
trait (Figure 6).

D > 0 or u <
27

(
f0

)2

4
.

This curve lies off the abscissa axis under the condition
In this case, equation (C.15) in the physical region does not
have roots but has only one negative nonphysical root f1 :

f1 =

−uf0

2
+

√
u2

(
f0

)2

4
− u3

27


1

3

+

+

−uf0

2
−

√
u2

(
f0

)2

4
− u3

27


1

3

< 0 .

If D < 0, the curve G′(f) intersects the abscissa axis,
and equation (C.15) has three real roots fi one of which
f1 is negative and the other two are positive, 0 < f2 <
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Figure 7. Phase portrait of dynamic system (C.14). Two
different singular points, saddle (to the left) and center (to
the left), lie on the abscissa axis. “Large” and “small” tra-
jectories are distinguishable. Their respective areas are dif-
ferently shaded. Dotted shading indicates periodical solu-
tions. The separatrix coming to and going away from the
saddle corresponds to the solution in an infinite region.

3

2
f0 < f3. Figure 5 shows that G′′(f3) > 0 and G′′(f2) < 0.

Consequently, the point (f (3), 0) is a center, and the point
(f (2), 0) is a saddle. The phase portrait for this case is shown
in Figure 7.

If the solution in a finite region exists, quadrature (C.8)
can be calculated and is represented through elliptic func-
tions [Karakin, 1986]:

x(f) = ±
√

u

2f2
min

{
A

fmin

[
F

(
γ0, r

)
−F

(
γ, r

)]
−

− 1

A

[
F

(
γ, r

)
−2E

(
γ, r

)]
− 1

A

[
F

(
γ0, r

)
−2E

(
γ0, r

)]
−

−
2
√

Y 4
0 = 2B2Y 2

0 + A4

Y0 (A2 + Y 2
0 )

+
2
√

Y 4 + 2B2Y 2 + A4

Y (A2 + Y 2)

}
,

where

Y =

√
f

1− f
, Y0 =

√
fmin

1− fmin
,

r =

√
A2 −B2

√
2A

, B2 =
fmin (fminp− 2)

2 (qf2
min − pfmin + 1)

,

A =
f2
min

qf2
min − pfmin + 1

, γ = arccos
Y 2 −A2

Y 2 + A2
,

γ0 = arccos
Y 2

0 −A2

Y 2
0 + A2

,

p = (2− fmin) q, q =
1

2
fminu .

The profile of the wave solution is shown in Figure 8. Two
types of traveling waves, small and large, exist. Small waves
are below both singular points and have a simple profile.

Large waves are above the points and have a complex profile
including two inflection points.

Problems IIIB. Here I analyze the wave solutions of (5.10)–
(5.11),

∂2f

∂x2
=

(
1− f

)(
f − 1 + f0

)
− 1

u
, (C.17a)

∂

∂x
=

((
1− f

)∂f

∂x

)
=

=
(
1− f

)(
f − 1 + f0

)
− 1

u
.

(C.17b)

Similar to the preceding case, equations (C.17) are trans-
formed to the dynamic systems

dḟ

df
=

(
1− f

)(
f − 1 + f0

)
− 1

u
ḟ

, (C.18a)

dḟ

df
=

(
1− f

)(
f − 1 + f0

)
− 1

u
ḟ

− ḟ(
1− f

) . (C.18b)

Moreover these equations have the first integrals I

I =
1

2
ḟ2 − 1

3

(
1− f

)3
+

+
1

2

(
1− f0

)(
1− f

)2−
(
1− f

)
u

,

(C.19a)

I(
1− f

)2
=

=
1

2
ḟ2 − 1

4

(
1− f

)2
+

f0

3

(
1− f

)
− 1

2u
.

(C.19b)

In the absence of surface forces, boundary condition (B.26)

Figure 8. Profiles of solitary waves corresponding to the
phase portrait in Figure 7. “Large” and “small” trajectories
are shown. The former have a more complex profile.
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determines the first integral constant: I = 0. This is suffi-
cient for constraining the single solution. If surface forces are
present, it is convenient to use boundary condition (B.24) in
its explicit form (5.13):

Γmax : b =
∂f

∂x
, (C.20)

b =
(
1− f

)∂f

∂x
. (C.20b)

The porosity derivative is finite in the first case and tends
to infinity in the second case.

Both dynamic systems (C.18) have two singular points f1

and f2 on the f axis of the phase plane (f, ḟ):

f1 = 1− f0

2
−

√(
f0

2

)2

− 1

u
,

f2 = 1− f0

2
+

√(
f0

2

)2

− 1

u

Figure 9. Phase portrait corresponding to the situation
described by equation (C.17a), with the inner boundary
Γmax separating the poroviscous region and suspension at
f = fmax. The wave velocity is positive. Two singular
points (saddle and center) exist in this case. The circular
trajectory tangent to the right-hand boundary Γmax corre-
sponds to the case when no surface forces are present at this
boundary. Trajectories filling the space between this circu-
lar trajectory and separatrices correspond to the case when
external surface forces are present at the boundary Γmax.

Figure 10. Phase portrait characterizing the situation
described by equation (C.17b), with the inner boundary
Γmax separating the poroviscous region and suspension at
f = fmax. The wave velocity is positive. Two singular points
(saddle and center) exist in this case. The circular trajec-
tory tangent to the right-hand boundary Γmax characterizes
the case when no external surface forces are present at this
boundary. Trajectories filling the space between the circular
and limiting trajectories (boundary points of the latter are
shown by the broken line) also correspond to the absence of
surface forces at the boundary. Trajectories filling the space
between the limiting trajectory and separatrices correspond
to the case when surface forces are present at the boundary
Γmax.

under the condition(
f0

2

)2

>
1

u
or u <

1

4
(1− fmax)

2 s2
max .

It is easy to show that at u > 0 these points lie in the phys-
ical region of the right-hand half-plane (1 > f2 > f1 > 0) in
both cases, with f1 being a saddle and f2, a center. Phase
portraits are shown in Figures 9 and 10 for both cases. In
the second case, phase trajectories converge to the vertical
axis f = 1. As seen from these figures, boundary condition
(B.26) (valid in the absence of surface forces as well) can
only be met for equation (C.17a). In the second case there
is no solution compatible with (B.26).

To discuss these situations in more detail, I address a
solution of (C.17a) with a positive wave velocity u and
with boundary condition (5.12a) implying the presence of
a boundary Γmax free of surface forces. This solution cor-
responds to the circular trajectory of the phase portrait in
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Figure 11. Phase portrait characteristic of the situation
with a negative velocity of the wave described by equation
(C.17a). Only one singular point of the saddle type exists
in this case. Wave solutions exist only in the presence of
external surface forces.

Figure 9 that is tangent to the vertical line f = 1. The
substitution of (C.19) into boundary condition (B.26) yields
I = 0 or

1

2
ḟ2 − 1

3

(
1− f

)3
+

+
1

2

(
1− f0

)(
1− f

)2−
(
1− f

)
u

= 0 .

(C.21)

The solution of this equation gives the wave process in
the form of a traveling wave and reduces to the quadrature

x(f) = ±

f3∫
f

df√
Θ

− h

2
< x <

h

2
, (C.22)

where ±h

2
is the position of the leading or trailing front of

the boundary Γmax and

Θ =
2

3

(
1− f

)3−
(
1− f0

)(
1− f

)2
+2

(
1− f

)
u

.

The length of this wave is given by the expression

h = 2

f3∫
1

df√
Θ

.

All trajectories in Figure 9 that lie in the upper half-plane
above the aforementioned specific trajectory but below the
separatrix intersect the line f = 1 at a finite angle. This
corresponds to boundary condition (B.24). All these trajec-
tories represent the solution in the form a traveling solitary
wave. Trajectories lying above the upper separatrix and un-
der the lower one represent certain wave solutions in a differ-
ent form involving a single front, either leading or trailing.
These waveforms are not the solutions proper but can be
constituents of more complex nonstationary solutions. Tra-
jectories lying within the aforementioned specific trajectory
have no physical meaning and cannot represent or be a part
of solution because they do not reach the inner boundary.

Now I consider trajectories provided by expression
(C.19b). They also include a specific circular trajectory
described by the algebraic equation

ḟ2 =
1

2

(
1− f

)2−2f0

3

(
1− f

)
+

1

u
. (C.23)

Figure 12. Phase portrait characteristic of the situation
with a negative velocity of the wave described by equation
(C.17b). This case is also characterized by a single singular
point. Wave solutions exist only in the presence of external
surface forces.
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This trajectory intersects the line f = 1 at a finite angle.
Trajectories lying between the specific trajectory and sep-
aratrices represent solutions in the form of traveling waves
with boundary conditions (5.13) including concentrated sur-
face forces. Trajectories lying within the specific trajectory
are nonphysical, and those outside the separatrices can be,
as in the preceding case, parts of nonstationary solutions.

Now I address the model variant with a negative wave
velocity (u < 0). It is easy to show that in this case f2 > 1.
Two possibilities are possible here. With (1− fmax) smax −
u > 1, only one root f1 is present in the physical region
(1 > f1 > 0) and it is a saddle in both cases considered.
The phase portraits of both dynamic systems (C.18a, b) are
shown in Figures 11 and 12. In the second case, trajectories
also concentrate toward the vertical line f = 1 and both sit-
uations do not admit solutions meeting boundary conditions
(B.26). Thus, if no concentrated forces are present on the
inner boundary Γmax, the latter cannot move in the negative
direction.

The above analysis of phase portraits concerned only such
situations when the inner boundary Γmax separates a poro-
viscous medium from a suspension. The presence of a tran-
sitional zone having a cluster structure between these two
states requires a special investigation beyond the scope of
this paper.
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